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#### Abstract

We study propagation of phase space singularities for a Schrödinger equation with a Hamiltonian that is the Weyl quantization of a quadratic form with non-negative real part. Phase space singularities are measured by the lack of polynomial decay of given order in open cones in the phase space, which gives a parametrized refinement of the Gabor wave front set. The main result confirms the fundamental role of the singular space associated to the quadratic form for the propagation of phase space singularities. The singularities are contained in the singular space, and propagate in the intersection of the singular space and the initial datum singularities along the flow of the Hamilton vector field associated to the imaginary part of the quadratic form.


## 1. Introduction

We study the initial value Cauchy problem for equations of Schrödinger type

$$
\left\{\begin{aligned}
\partial_{t} u(t, x)+q^{w}(x, D) u(t, x) & =0, \quad t \geqslant 0, \quad x \in \mathbb{R}^{d}, \\
u(0, \cdot) & =u_{0},
\end{aligned}\right.
$$

where $u_{0}$ is a tempered distribution on $\mathbb{R}^{d}, q=q(x, \xi)$ is a quadratic form on the phase space $(x, \xi) \in T^{*} \mathbb{R}^{d}$ with $\operatorname{Re} q \geqslant 0$, and $q^{w}(x, D)$ is a Weyl pseudodifferential operator. This family of equations contains as particular cases the free Schrödinger equation where $q(x, \xi)=i|\xi|^{2}$, the harmonic oscillator where $q(x, \xi)=i\left(|x|^{2}+|\xi|^{2}\right)$ and the heat equation where $q(x, \xi)=$ $|\xi|^{2}$.

We show results on the propagation of a parametrized version of the Gabor wave front set. The parametrized notion is called the $s$-Gabor wave front set (or singularities) and denoted $W F_{s}\left(u_{0}\right)$ for $s \in \mathbb{R}$. We show how the singularities of the initial datum $u_{0}$ are propagated to the solution $u(t, \cdot)$ at time $t>0$, possibly with a change of parameter $s$. The Gabor wave front set, introduced by Hörmander [13], measures the phase space directions in which a tempered

[^0]distribution does not behave like a Schwartz function. A tempered distribution has thus empty Gabor wave front set if and only if it is a Schwartz function. In this way the Gabor wave front set is a measure of the lack of global regularity, in the sense of both smoothness and decay at infinity.

To be more precise, the Gabor wave front set $W F(u)$ of $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is defined negatively as follows. For a point in phase space $z \in T^{*} \mathbb{R}^{d} \backslash 0, z \in$ $T^{*} \mathbb{R}^{d} \backslash W F(u)$ means that the short-time Fourier transform of $u$ decays like $C_{s}\langle\cdot\rangle^{-s}, C_{s}>0$, for each $s \in \mathbb{R}$, in an open conic subset of $T^{*} \mathbb{R}^{d} \backslash 0$ that contains $z$. The $s$-Gabor wave front set that we introduce and study in this paper is a parametrized version of the Gabor wave front set: the polynomial decay for each order $s$ in the definition of the Gabor wave front set is relaxed to polynomial decay up to a fixed order $s \in \mathbb{R}$. Thus $W F_{s}(u) \subseteq W F(u)$ for all $s \in \mathbb{R}$ and $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.

For the propagation of the $s$-Gabor wave front set the case of a purely imaginary-valued quadratic form $q$ serves as a reference. Denote the solution operator (propagator) of the Schrödinger equation by $e^{-t q^{w}(x, D)}$. It is then a straightforward consequence of the corresponding result for the Gabor wave front set (see e.g. [3]) that we have exact propagation of the $s$-Gabor wave front set as

$$
W F_{s}\left(e^{-t q^{w}(x, D)} u_{0}\right)=e^{-2 i t F} W F_{s}\left(u_{0}\right), \quad t \in \mathbb{R}, \quad u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right), \quad s \in \mathbb{R},
$$

where

$$
\mathcal{I}=\left(\begin{array}{rr}
0 & I  \tag{1.1}\\
-I & 0
\end{array}\right) \in \mathbb{R}^{2 d \times 2 d}
$$

$Q$ is the symmetric matrix that defines $q$, and $F=\mathcal{I} Q$ is the Hamiltonian matrix corresponding to $q$. This exact propagation is explained by the metaplectic representation. Note that the time parameter $t$ is real-valued. The propagator $e^{-t q^{w}(x, D)}$ is in fact a group.

If $q$ has a non-negative real part then time has a direction: the propagation is studied for $t \geqslant 0$ instead of $t \in \mathbb{R}$ and the propagator $e^{-t q^{w}(x, D)}$ is a semigroup. The above equality for the propagation of the $s$-Gabor singularities is then replaced by an inclusion.

The results of this paper assume that $q$ has a non-negative real part. We prove inclusions for $W F_{r}\left(e^{-t q^{w}(x, D)} u_{0}\right)$ in terms of $W F_{s}\left(u_{0}\right)$ and $F$ for $t \geqslant 0$, with $r=s$ or $r$ smaller than $s$, either $r<s-4 d$ or $r<s-8 d$. A main result is (see Corollary 5.6)

$$
W F_{r}\left(e^{-t q^{w}(x, D)} u\right) \subseteq\left(e^{2 t \operatorname{Im} F}\left(W F_{s}(u) \cap S\right)\right) \cap S, \quad t>0,
$$

where $r<s-8 d, \operatorname{Re} F=2^{-1}(F+\bar{F}), \operatorname{Im} F=(2 i)^{-1}(F-\bar{F})$ and

$$
S=\left(\bigcap_{j=0}^{2 d-1} \operatorname{Ker}\left[\operatorname{Re} F(\operatorname{Im} F)^{j}\right]\right) \cap T^{*} \mathbb{R}^{d} \subseteq T^{*} \mathbb{R}^{d}
$$

is the singular space of the quadratic form $q$. This result is a refinement of [19, Theorem 5.2] that concerns the Gabor wave front set. The singular space plays a decisive role for the spectral and hypoelliptic analysis of non-elliptic quadratic operators, cf. [8], [9], [10], [17], [18], [26], [27].

If we assume the Poisson bracket condition $\{q, \bar{q}\} \equiv 0$ then $S=\operatorname{Ker}(\operatorname{Re} F)$. Then the inclusion
$W F_{s}\left(e^{-t q^{w}(x, D)} u\right) \subseteq\left(e^{2 t \operatorname{Im} F}\left(W F_{s}(u) \cap \operatorname{Ker}(\operatorname{Re} F)\right)\right) \cap \operatorname{Ker}(\operatorname{Re} F), \quad t>0$,
holds for $s \in \mathbb{R}$ (see Proposition 5.7). Note that there is no loss of regularity $s$ in this case.

For the heat equation

$$
\partial_{t} u(t, x)-\Delta_{x} u(t, x)=0, \quad t \geqslant 0, \quad x \in \mathbb{R}^{d}
$$

Proposition 5.7 implies

$$
W F_{s}\left(e^{-t q^{w}(x, D)} u_{0}\right) \subseteq W F_{s}\left(u_{0}\right) \cap\left(\mathbb{R}^{d} \times\{0\}\right), \quad t>0, \quad u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)
$$

for $s \in \mathbb{R}$. Therefore, if $s \in \mathbb{R}, u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
W F_{s}\left(u_{0}\right) \cap\left(\mathbb{R}^{d} \times\{0\}\right)=\emptyset \tag{1.2}
\end{equation*}
$$

then

$$
\begin{equation*}
W F_{s}\left(e^{-i t q^{w}(x, D)} u_{0}\right)=\emptyset, \quad t>0 \tag{1.3}
\end{equation*}
$$

The regularity assumption in a conic neighborhood of the phase space directions $\left(\mathbb{R}^{d} \backslash\{0\}\right) \times\{0\}$ on the initial datum (1.2) gives the global phase space isotropic conclusion (1.3) on the solution $e^{-t q^{w}(x, D)} u$ for all $t>0$.

Similarly to the corresponding result for the Gabor wave front set (see [19, Section 6.2]), there is an immediate regularizing effect of the heat propagator provided the initial datum has some regularity in the directions $\left(\mathbb{R}^{d} \backslash\{0\}\right) \times\{0\}$.

Note that for $s>0$

$$
\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\}=W F_{s}(1)
$$

The heat equation is thus immediately regularizing if $W F_{s}\left(u_{0}\right)$ is disjoint from $W F_{s}(1)$ for $s>0$.

Our results on the propagation of the $s$-Gabor wave front set are refinements of the corresponding results for the Gabor wave front set derived in [19]. The results in the current paper rely crucially on [19, Theorem 4.3] which is an inclusion for the Gabor wave front set of the Schwartz kernel of the propagator. Another important ingredient is Theorem 5.3 (see Section 5) which is an $s$-Gabor front set version of Hörmander's inclusion [13, Proposition 2.11] concerning the Gabor wave front set. Our inclusion reads

$$
\begin{equation*}
W F_{r}(\mathscr{K} u) \subseteq W F(K)^{\prime} \circ W F_{s}(u) \tag{1.4}
\end{equation*}
$$

for a linear operator $\mathscr{K}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}\left(\mathbb{R}^{d}\right)$ with Schwartz kernel $K \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$, expressed with the twisted Gabor wave front set $W F(K)^{\prime}$ of the Schwartz kernel, where the fourth coordinate is reflected. The Schwartz kernel $K \in$ $\mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$ is assumed to satisfy some conditions regarding its Gabor wave front set, and has a parameter $m \in \mathbb{R}$. The parameters $s, r \in \mathbb{R}$ are restricted as $r<s-m-4 d$. Since [19, Theorem 4.3] gives control of $W F(K)$ when $\mathscr{K}=e^{-t q^{w}(x, D)}$ we get propagation of $s$-Gabor singularities results from (1.4).

The recent papers [3], [2], [16] treat propagation of Gabor-type wave front sets for various classes of Schrödinger equations. These classes admit the presence of potentials with certain properties and symbols $q$ of greater generality than quadratic forms, but they do not allow the quadratic form $q$ to have nonzero real part.

Concerning the organization of the paper, Section 2 fixes notation, introduces background results and defines the $s$-Gabor wave front set. In Section 3 we specify the Schrödinger equation and shortly discuss the semigroup theory underlying the construction of the solution operator when $u_{0} \in$ $D\left(q^{w}(x, D)\right) \subseteq L^{2}\left(\mathbb{R}^{d}\right)$. In Section 4 some properties of the $s$-Gabor wave front set are proved: independence of the window function, its relation to the Gabor wave front set, microlocality with respect to pseudodifferential operators with symbol in the Hörmander class $S_{0,0}^{0}$ and symplectic invariance. Some examples of $s$-Gabor wave front sets of basic tempered distributions are also given.

Section 5 is devoted mostly to the proof of the propagation result Theorem 5.3. Combined with [19, Theorem 4.3] we get the propagation of singularities results Corollaries 5.5, 5.6 and Proposition 5.7.

Section 6 concerns some examples of concrete equations and how they propagate the $s$-Gabor wave front set according to our results.

## 2. Preliminaries

The gradient of a function $f$ with respect to the variable $x \in \mathbb{R}^{d}$ is denoted by $f_{x}^{\prime}$ and the mixed Hessian matrix with respect to $x \in \mathbb{R}^{d}$ and $y \in \mathbb{R}^{n}$ is denoted $f_{x y}^{\prime \prime}$. The Fourier transform of $f \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ (the Schwartz space) is normalized as

$$
\mathscr{F} f(\xi)=\widehat{f}(\xi)=\int_{\mathbb{R}^{d}} f(x) e^{-i\langle x, \xi\rangle} d x
$$

where $\langle x, \xi\rangle$ denotes the inner product on $\mathbb{R}^{d}$. The topological dual of $\mathscr{S}\left(\mathbb{R}^{d}\right)$ is the space of tempered distributions $\mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.

The Japanese bracket is $\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2}$ for $x \in \mathbb{R}^{d}$. For $s \in \mathbb{R}$ the weighted $L^{1}$ space $L_{s}^{1}\left(\mathbb{R}^{d}\right)$ has norm $f \mapsto\left\|f\langle\cdot\rangle^{s}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$. An open ball in $\mathbb{R}^{d}$ of radius $\varepsilon>0$ is denoted $B_{\varepsilon}\left(\mathbb{R}^{d}\right)=\left\{x \in \mathbb{R}^{d}:|x|<\varepsilon\right\}$. The unit sphere in $\mathbb{R}^{d}$ is denoted $S_{d-1}=\left\{x \in \mathbb{R}^{d}:|x|=1\right\}$. For a matrix $A \in \mathbb{R}^{d \times d}, A \geqslant 0$ means that $A$ is positive semidefinite; $A^{t}$ is the transpose. In estimates we denote by $f(x) \lesssim g(x)$ that $f(x) \leqslant C g(x)$ holds for some constant $C>0$ and all $x$ in the domain of $f$ and $g$. If $f(x) \lesssim g(x) \lesssim f(x)$ then we write $f(x) \asymp g(x)$.

We denote the translation operator by $T_{x} f(y)=f(y-x)$, the modulation operator by $M_{\xi} f(y)=e^{i(y, \xi\rangle} f(y), x, y, \xi \in \mathbb{R}^{d}$, and the phase space translation operator by $\Pi(z)=M_{\xi} T_{x}, z=(x, \xi) \in \mathbb{R}^{2 d}$. Given a window function $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash\{0\}$, the short-time Fourier transform (STFT) (cf. [6]) of $f \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is defined by

$$
V_{\varphi} f(z)=(f, \Pi(z) \varphi), \quad z \in \mathbb{R}^{2 d}
$$

Here $(\cdot, \cdot)$ denotes the conjugate linear action of $\mathscr{S}^{\prime}$ on $\mathscr{S}$ which is consistent with the inner product $(\cdot, \cdot)_{L^{2}}$ that is conjugate linear in the second argument. The function $z \mapsto V_{\varphi} f(z)$ is smooth and its modulus is bounded by $C\langle z\rangle^{k}$ for all $z \in \mathbb{R}^{2 d}$ for some $C, k \geqslant 0$. If $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right),\|\varphi\|_{L^{2}}=1$ and $f \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$, the STFT inversion formula reads (cf. [6, Corollary 11.2.7])

$$
\begin{equation*}
(f, g)=(2 \pi)^{-d} \int_{\mathbb{R}^{2 d}} V_{\varphi} f(z)(\Pi(z) \varphi, g) d z, \quad g \in \mathscr{S}\left(\mathbb{R}^{d}\right) \tag{2.1}
\end{equation*}
$$

Let $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$ and let $0<w \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{2 d}\right)$ be a weight function that satisfies

$$
|w(x, \xi)| \lesssim\langle(x, \xi)\rangle^{s}, \quad(x, \xi) \in \mathbb{R}^{2 d}
$$

for some $s \geqslant 0$. For $p, q \in[1, \infty]$ the weighted modulation space (cf. [6]) $M_{w}^{p, q}\left(\mathbb{R}^{d}\right)$ is the space of $f \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ such that the norm

$$
\|f\|_{M_{w}^{p, q}}=\left(\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left|V_{\varphi} f(x, \xi) w(x, \xi)\right|^{p} d x\right)^{q / p} d \xi\right)^{1 / q}
$$

is finite, with natural modifications when $p=\infty$ or $q=\infty$. The modulation spaces are Banach spaces and were introduced by Feichtinger [4].

The Weyl quantization (cf. [5], [12], [22]) is the map from symbols to operators defined by

$$
a^{w}(x, D) f(x)=(2 \pi)^{-d} \iint_{\mathbb{R}^{2 d}} e^{i\langle x-y, \xi\rangle} a\left(\frac{x+y}{2}, \xi\right) f(y) d y d \xi
$$

for $a \in \mathscr{S}\left(\mathbb{R}^{2 d}\right)$ and $f \in \mathscr{S}\left(\mathbb{R}^{d}\right)$. The latter conditions can be relaxed in various ways. By the Schwartz kernel theorem, any continuous linear operator $\mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ can be written as a Weyl quantization for a unique symbol $a \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$.

Definition 2.1 ([22]). For $m \in \mathbb{R}$, the Shubin symbol class $G^{m}$ is the subspace of all $a \in C^{\infty}\left(\mathbb{R}^{2 d}\right)$ such that for every $\alpha, \beta \in \mathbb{N}^{d}$

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)\right| \lesssim\langle(x, \xi)\rangle^{m-|\alpha|-|\beta|}, \quad(x, \xi) \in \mathbb{R}^{2 d}
$$

We denote $G^{\infty}=\cup_{m \in \mathbb{R}} G^{m}$.
Definition 2.2 ([12]). For $m \in \mathbb{R}, 0 \leqslant \rho \leqslant 1,0 \leqslant \delta<1$, the Hörmander symbol class $S_{\rho, \delta}^{m}$ is the subspace of all $a \in C^{\infty}\left(\mathbb{R}^{2 d}\right)$ such that for every $\alpha, \beta \in \mathbb{N}^{d}$

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)\right| \lesssim\langle\xi\rangle^{m-\rho|\beta|+\delta|\alpha|}, \quad(x, \xi) \in \mathbb{R}^{2 d}
$$

Both the Shubin symbols and the Hörmander symbols are Fréchet spaces with respect to naturally defined seminorms.

The following definition introduces conic sets in the phase space $T^{*} \mathbb{R}^{d} \simeq$ $\mathbb{R}^{2 d}$. A set is conic if it is invariant under multiplication with positive reals. The distinction to the frequency-conic sets that are used in the definition of the (classical) $C^{\infty}$ wave front set [12] should be noted.

Definition 2.3. Given $a \in G^{m}$, a point in the phase space $z_{0} \in T^{*} \mathbb{R}^{d} \backslash 0$ is called non-characteristic for $a$ provided there exist $A, \varepsilon>0$ and an open conic set $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ such that $z_{0} \in \Gamma$ and

$$
|a(z)| \geqslant \varepsilon\langle z\rangle^{m}, \quad z \in \Gamma, \quad|z| \geqslant A
$$

The characteristic set $\operatorname{char}(a)$ of $a \in G^{m}$ is the complement in $T^{*} \mathbb{R}^{d} \backslash 0$ of the set of non-characteristic points. The Gabor wave front set is defined as follows.

Definition 2.4 ([13]). If $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ then the Gabor wave front set is

$$
W F(u)=\bigcap_{a \in G^{\infty}: a^{w}(x, D) u \in \mathscr{S}} \operatorname{char}(a) \subseteq T^{*} \mathbb{R}^{d} \backslash 0
$$

According to [13, Proposition 6.8] and [20, Corollary 4.3], the Gabor wave front set can be characterized microlocally by means of the STFT as follows. If $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$ then $z_{0} \in T^{*} \mathbb{R}^{d} \backslash 0$ satisfies $z_{0} \notin W F(u)$ if and only if there exists an open conic set $\Gamma_{z_{0}} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ containing $z_{0}$ such that

$$
\sup _{z \in \Gamma_{z_{0}}}\langle z\rangle^{N}\left|V_{\varphi} u(z)\right|<\infty \quad \forall N \geqslant 0
$$

The microsupport $\mu \operatorname{supp}(a)$ of $a \in G^{m}$ [21] is defined as follows. An element $z_{0} \in T^{*} \mathbb{R}^{d} \backslash 0$ satisfies $z_{0} \notin \mu \operatorname{supp}(a)$ if there exists an open cone $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ that contains $z_{0}$ and is such that

$$
\sup _{z \in \Gamma}\langle z\rangle^{N}\left|\partial^{\alpha} a(z)\right|<\infty, \quad \alpha \in \mathbb{N}^{2 d}, \quad \forall N \geqslant 0 .
$$

The following list summarizes the most important properties of the Gabor wave front set.
(1) If $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ then $W F(u)=\emptyset$ if and only if $u \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ [13, Proposition 2.4].
(2) If $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $a \in G^{m}$ then (cf. [13], [21], [20])

$$
\begin{aligned}
W F\left(a^{w}(x, D) u\right) & \subseteq W F(u) \cap \mu \operatorname{supp}(a) \\
& \subseteq W F\left(a^{w}(x, D) u\right) \cup \operatorname{char}(a)
\end{aligned}
$$

(3) If $a \in S_{0,0}^{0}$ and $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ then by [20, Theorem 5.1]

$$
\begin{equation*}
W F\left(a^{w}(x, D) u\right) \subseteq W F(u) \tag{2.2}
\end{equation*}
$$

In particular $W F(\Pi(z) u)=W F(u)$ for any $z \in \mathbb{R}^{2 d}$.
As three basic examples of the Gabor wave front set we have (cf. [20, Example 6.4-6.6])

$$
\begin{gather*}
W F\left(\delta_{x}\right)=\{0\} \times\left(\mathbb{R}^{d} \backslash 0\right), \quad x \in \mathbb{R}^{d},  \tag{2.3}\\
W F\left(e^{i\langle\cdot, \xi\rangle}\right)=\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\}, \quad \xi \in \mathbb{R}^{d}, \tag{2.4}
\end{gather*}
$$

and

$$
\begin{equation*}
W F\left(e^{i\langle x, A x\rangle / 2}\right)=\left\{(x, A x): x \in \mathbb{R}^{d} \backslash 0\right\}, \quad A \in \mathbb{R}^{d \times d} \text { symmetric. } \tag{2.5}
\end{equation*}
$$

The canonical symplectic form on $T^{*} \mathbb{R}^{d}$ is

$$
\sigma\left((x, \xi),\left(x^{\prime}, \xi^{\prime}\right)\right)=\left\langle x^{\prime}, \xi\right\rangle-\left\langle x, \xi^{\prime}\right\rangle, \quad(x, \xi),\left(x^{\prime}, \xi^{\prime}\right) \in T^{*} \mathbb{R}^{d}
$$

With the matrix (1.1) the symplectic form can be expressed as

$$
\sigma\left((x, \xi),\left(x^{\prime}, \xi^{\prime}\right)\right)=\left\langle\mathcal{I}(x, \xi),\left(x^{\prime}, \xi^{\prime}\right)\right\rangle, \quad(x, \xi),\left(x^{\prime}, \xi^{\prime}\right) \in T^{*} \mathbb{R}^{d}
$$

To each symplectic matrix $\chi \in \operatorname{Sp}(d, \mathbb{R})$ is associated a unitary operator $\mu(\chi)$ on $L^{2}\left(\mathbb{R}^{d}\right)$, determined up to a complex factor of modulus one, such that

$$
\begin{equation*}
\mu(\chi)^{-1} a^{w}(x, D) \mu(\chi)=(a \circ \chi)^{w}(x, D), \quad a \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right) \tag{2.6}
\end{equation*}
$$

(cf. [5], [12]). The operator $\mu(\chi)$ is a homeomorphism on $\mathscr{S}$ and on $\mathscr{S}^{\prime}$.
The mapping $\operatorname{Sp}(d, \mathbb{R}) \ni \chi \mapsto \mu(\chi)$ is called the metaplectic representation [5], [25]. More precisely it is a representation of the so called 2 -fold covering group of $\operatorname{Sp}(d, \mathbb{R})$, which is called the metaplectic group and denoted $\operatorname{Mp}(d, \mathbb{R})$. The metaplectic representation satisfies the homomorphism relation modulo a change of sign:

$$
\mu\left(\chi \chi^{\prime}\right)= \pm \mu(\chi) \mu\left(\chi^{\prime}\right), \quad \chi, \chi^{\prime} \in \operatorname{Sp}(d, \mathbb{R})
$$

According to [13, Proposition 2.2] the Gabor wave front set is symplectically invariant as

$$
\begin{equation*}
W F(\mu(\chi) u)=\chi W F(u), \quad \chi \in \operatorname{Sp}(d, \mathbb{R}), \quad u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{2.7}
\end{equation*}
$$

For $s \in \mathbb{R}$ we introduce the $s$-Gabor wave front set $W F_{s}(u)$ of $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. This concept is a refinement of the Gabor wave front set $W F(u)$ in the sense that $W F_{s}(u) \subseteq W F(u)$ for all $s \in \mathbb{R}$. The $s$-Gabor wave front set is the notion of singularity we study in this paper.

Definition 2.5. Let $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0, u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $s \in \mathbb{R}$. Then $z_{0} \in$ $T^{*} \mathbb{R}^{d} \backslash 0$ satisfies $z_{0} \notin W F_{s}(u)$ if there exists an open conic set $\Gamma_{z_{0}} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ containing $z_{0}$ such that

$$
\sup _{z \in \Gamma_{z_{0}}}\langle z\rangle^{s}\left|V_{\varphi} u(z)\right|<\infty
$$

We will show in Proposition 4.2 that the definition of $W F_{s}(u)$ does not depend on the window function $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$.

It follows that $W F_{s}(u)=\emptyset$ if and only if $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ satisfies

$$
\left|V_{\varphi} u(z)\right| \lesssim\langle z\rangle^{-s}, \quad z \in \mathbb{R}^{2 d}
$$

For any $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ the $\operatorname{STFT} V_{\varphi} u$ is polynomially bounded so $W F_{s}(u)=\emptyset$ provided $s$ is sufficiently small for each $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.

The $s$-Gabor wave front set $W F_{s}(u)$ increases with the index $s$ :

$$
t \geqslant s \Longrightarrow W F_{s}(u) \subseteq W F_{t}(u)
$$

From $W F_{s}(u) \subseteq W F(u)$ and (2.3) we have for any $s \in \mathbb{R}$

$$
W F_{s}\left(\delta_{0}\right) \subseteq\{0\} \times\left(\mathbb{R}^{d} \backslash 0\right)
$$

If $\varphi \in \mathscr{S} \backslash 0$ satisfies $\varphi(0) \neq 0$ then for $\xi \in \mathbb{R}^{d} \backslash 0$ and $t>0$

$$
\left|V_{\varphi} \delta_{0}(0, t \xi)\right|=|\varphi(0)| \neq 0
$$

so

$$
\{0\} \times\left(\mathbb{R}^{d} \backslash 0\right) \subseteq W F_{s}\left(\delta_{0}\right), \quad s>0
$$

Hence

$$
\begin{equation*}
W F_{s}\left(\delta_{0}\right)=\{0\} \times\left(\mathbb{R}^{d} \backslash 0\right), \quad s>0, \tag{2.8}
\end{equation*}
$$

Since

$$
\left|V_{\varphi} \delta_{0}(x, \xi)\right|=|\varphi(-x)| \lesssim 1, \quad(x, \xi) \in \mathbb{R}^{2 d}
$$

we have

$$
\begin{equation*}
W F_{s}\left(\delta_{0}\right)=\emptyset, \quad s \leqslant 0 \tag{2.9}
\end{equation*}
$$

## 3. Problem formulation and the solution operator

We study the initial value Cauchy problem for a Schrödinger equation of the form

$$
\left\{\begin{align*}
\partial_{t} u(t, x)+q^{w}(x, D) u(t, x) & =0  \tag{3.1}\\
u(0, \cdot) & =u_{0}
\end{align*}\right.
$$

where $t \geqslant 0, x \in \mathbb{R}^{d}$ and $u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. The Hamiltonian $q^{w}(x, D)$ has a Weyl symbol that is a quadratic form

$$
q(x, \xi)=\langle(x, \xi), Q(x, \xi)\rangle, \quad x, \xi \in \mathbb{R}^{d}
$$

where $Q \in \mathbb{C}^{2 d \times 2 d}$ is a symmetric matrix with $\operatorname{Re} Q \geqslant 0$. The special case $\operatorname{Re} Q=0$ admits to study the equation for $t \in \mathbb{R}$ instead of $t \geqslant 0$.

The Hamilton map $F$ corresponding to $q$ is defined by

$$
\sigma(Y, F X)=q(Y, X), \quad X, Y \in \mathbb{R}^{2 d}
$$

where $q(Y, X)$ is the bilinear polarized version of the form $q$, i.e. $q(X, Y)=$ $q(Y, X)$ and $q(X, X)=q(X)$. The Hamilton map $F$ is thus the matrix

$$
F=\mathcal{I} Q \in \mathbb{C}^{2 d \times 2 d}
$$

with $\mathcal{I}$ defined by (1.1).
When $u_{0} \in D\left(q^{w}(x, D)\right) \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ the equation (3.1) is solved for $t \geqslant 0$ by

$$
u(t, x)=e^{-t q^{w}(x, D)} u_{0}(x)
$$

where the solution operator (propagator) $e^{-t q^{w}(x, D)}$ is the contraction semigroup that is generated by the operator $-q^{w}(x, D)$. Contraction semigroup means a strongly continuous semigroup with $L^{2}$ operator norm $\leqslant 1$ for all $t \geqslant 0$ [28]. The reason why $-q^{w}(x, D)$, or more precisely its closure $M_{-q}$ as an unbounded linear operator in $L^{2}\left(\mathbb{R}^{d}\right)$, generates such a semigroup is explained in [14, pp. 425-26]. The contraction semigroup property is a consequence of $M_{-q}$ and its adjoint $M_{-\bar{q}}$ being dissipative operators [28], which for $M_{-q}$ means that

$$
\operatorname{Re}\left(M_{-q} u, u\right)=\left(M_{-\operatorname{Re} q} u, u\right) \leqslant 0, \quad u \in D\left(M_{-q}\right),
$$

$D\left(M_{-q}\right) \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ denoting the domain of $M_{-q}$. The fact that $M_{-q}$ and $M_{-\bar{q}}$ are dissipative follows from the assumption $\operatorname{Re} Q \geqslant 0$.

Our objective in this work is the propagation of the $s$-Gabor wave front set for the Schrödinger propagator $e^{-t q^{w}(x, D)}$. This means that we want to find inclusions for

$$
W F_{r}\left(e^{-t q^{w}(x, D)} u_{0}\right)
$$

in terms of $W F_{s}\left(u_{0}\right), F$ and $t \geqslant 0$ for $u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and conditions on $r, s \in \mathbb{R}$ as sharp as possible.

If $\operatorname{Re} Q=0$ then the propagator is given by means of the metaplectic representation. To wit, if $\operatorname{Re} Q=0$ then $e^{-t q^{w}(x, D)}$ is a group of unitary operators, and we have by [5, Theorem 4.45]

$$
\begin{equation*}
e^{-t q^{w}(x, D)}=\mu\left(e^{-2 i t F}\right), \quad t \in \mathbb{R}, \tag{3.2}
\end{equation*}
$$

where $\mu$ is the metaplectic representation, see (2.6). In this case $F$ is purely imaginary and $i F \in \operatorname{sp}(d, \mathbb{R})$, the symplectic Lie algebra, which implies that $e^{-2 i t F} \in \operatorname{Sp}(d, \mathbb{R})$ for any $t \in \mathbb{R}[5]$. Since $\mu\left(e^{-2 i t F}\right)$ is a continuous operator on $\mathscr{S}^{\prime}$, the semigroup theory extends uniquely to initial datum $u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ instead of merely $u_{0} \in D\left(q^{w}(x, D)\right) \subseteq L^{2}\left(\mathbb{R}^{d}\right)$. According to (2.7) we have

$$
\begin{equation*}
W F\left(e^{-t q^{w}(x, D)} u_{0}\right)=e^{-2 i t F} W F\left(u_{0}\right), \quad t \in \mathbb{R}, \quad u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{3.3}
\end{equation*}
$$

## 4. Properties of the $s$-Gabor wave front set

Lemma 4.1. Let $f$ be a measurable function that satisfies for $M \geqslant 0$

$$
\begin{equation*}
|f(x)| \lesssim\langle x\rangle^{M}, \quad x \in \mathbb{R}^{d} \tag{4.1}
\end{equation*}
$$

Let $s \in \mathbb{R}$ and suppose there exists a non-empty open conic set $\Gamma \subseteq \mathbb{R}^{d} \backslash 0$ such that

$$
\begin{equation*}
\sup _{x \in \Gamma}\langle x\rangle^{s}|f(x)|<\infty \tag{4.2}
\end{equation*}
$$

If

$$
\begin{equation*}
g \in \bigcap_{t \geqslant 0} L_{t}^{1}\left(\mathbb{R}^{d}\right) \tag{4.3}
\end{equation*}
$$

then for any open conic set $\Gamma^{\prime} \subseteq \mathbb{R}^{d} \backslash 0$ such that $\overline{\Gamma^{\prime} \cap S_{d-1}} \subseteq \Gamma$, we have

$$
\begin{equation*}
\sup _{x \in \Gamma^{\prime}}\langle x\rangle^{s}|f * g(x)|<\infty \tag{4.4}
\end{equation*}
$$

Proof. By the assumptions (4.1) and (4.3) and Peetre's inequality

$$
\langle x+y\rangle^{t} \lesssim\langle x\rangle^{t}\langle y\rangle^{|t|}, \quad x, y \in \mathbb{R}^{d}, \quad t \in \mathbb{R}
$$

we have

$$
|f * g(x)| \lesssim\langle x\rangle^{M}, \quad x \in \mathbb{R}^{d}
$$

so it suffices to assume $|x| \geqslant 1$.
Let $\varepsilon>0$. We estimate and split the convolution integral as

$$
|f * g(x)| \leqslant \underbrace{\int_{\langle y\rangle \leqslant \varepsilon\langle x\rangle}|f(x-y)||g(y)| d y}_{=: I_{1}}+\underbrace{\int_{\langle y\rangle>\varepsilon\langle x\rangle}|f(x-y)||g(y)| d y}_{=: I_{2}}
$$

Consider $I_{1}$. We may assume that $\Gamma^{\prime}$ is non-empty. Since $\langle y\rangle \leqslant \varepsilon\langle x\rangle$ we have $x-y \in \Gamma$ if $x \in \Gamma^{\prime},|x| \geqslant 1$, and $\varepsilon>0$ is chosen sufficiently small. The assumptions (4.2) and (4.3) give

$$
\begin{align*}
I_{1} & \lesssim \int_{\langle y\rangle \leqslant \varepsilon\langle x\rangle}\langle x-y\rangle^{-s}|g(y)| d y \lesssim\langle x\rangle^{-s} \int_{\mathbb{R}^{d}}\langle y\rangle^{|s|}|g(y)| d y  \tag{4.5}\\
& \lesssim\langle x\rangle^{-s}, \quad x \in \Gamma^{\prime}, \quad|x| \geqslant 1
\end{align*}
$$

Next we estimate $I_{2}$ using (4.1). If necessary we first increase $M$ so that $M \geqslant$ $-s$. This gives

$$
\begin{align*}
I_{2} & \lesssim \int_{\langle y\rangle>\varepsilon\langle x\rangle}\langle x-y\rangle^{M}|g(y)| d y \\
& \lesssim\langle x\rangle^{M} \int_{\langle y\rangle>\varepsilon\langle x\rangle}\langle y\rangle^{-M-s}\langle y\rangle^{2 M+s}|g(y)| d y  \tag{4.6}\\
& \lesssim\langle x\rangle^{M-M-s} \int_{\mathbb{R}^{d}}\langle y\rangle^{2 M+s}|g(y)| d y \\
& \lesssim\langle x\rangle^{-s}, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

again using (4.3). A combination of (4.5) and (4.6) proves (4.4). The proof is complete.

As a first application of Lemma 4.1 we show that Definition 2.5 does not depend on the Schwartz function $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$.

Proposition 4.2. Suppose $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. The definition of the $s$-Gabor wave front set $W F_{s}(u)$ does not depend on the window function $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$.

Proof. Let $\varphi, \psi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$. By [6, Theorem 11.2.3] we have for some $M \geqslant 0$

$$
\left|V_{\varphi} u(z)\right| \lesssim\langle z\rangle^{M}, \quad z \in \mathbb{R}^{2 d}
$$

and by [6, Lemma 11.3.3] we have

$$
\left|V_{\psi} u(z)\right| \leqslant(2 \pi)^{-d}\|\varphi\|_{L^{2}}\left|V_{\varphi} u\right| *\left|V_{\psi} \varphi\right|(z), \quad z \in \mathbb{R}^{2 d}
$$

If $\left|V_{\varphi} u(z)\right|$ decays like $\langle z\rangle^{-s}$ in a conic set $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ containing $z_{0} \neq 0$ then by Lemma 4.1 we get decay for $\left|V_{\psi} u(z)\right|$ of order $\langle z\rangle^{-s}$ in a smaller cone containing $z_{0}$, since

$$
V_{\psi} \varphi \in \mathscr{S}\left(\mathbb{R}^{2 d}\right) \subseteq \bigcap_{t \geqslant 0} L_{t}^{1}\left(\mathbb{R}^{2 d}\right)
$$

Hence, by symmetry, polynomial decay of order $s \in \mathbb{R}$ in an open cone around a point in $T^{*} \mathbb{R}^{d} \backslash 0$ happens simultaneously for $V_{\varphi} u$ and $V_{\psi} u$. The proof is complete.

For a conical subset $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ we denote by $\bar{\Gamma} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ its closure with respect to the usual topology in $T^{*} \mathbb{R}^{d} \simeq \mathbb{R}^{2 d}$ in $T^{*} \mathbb{R}^{d} \backslash 0$. We have the following equality:

Proposition 4.3. If $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ then

$$
W F(u)=\overline{\bigcup_{s \in \mathbb{R}} W F_{s}(u)}
$$

Proof. The inclusion

$$
W F(u) \supseteq \overline{\bigcup_{s \in \mathbb{R}} W F_{s}(u)}
$$

follows immediately by virtue of $W F_{s}(u) \subseteq W F(u)$ for all $s \in \mathbb{R}$ and $W F(u) \subseteq$ $T^{*} \mathbb{R}^{d} \backslash 0$ being closed.

To show

$$
\begin{equation*}
W F(u) \subseteq \overline{\bigcup_{s \in \mathbb{R}} W F_{s}(u)} \tag{4.7}
\end{equation*}
$$

we may assume that $\overline{\bigcup_{s \in \mathbb{R}} W F_{s}(u)} \neq T^{*} \mathbb{R}^{d} \backslash 0$.
Let $0 \neq z_{0} \notin \overline{\bigcup_{s \in \mathbb{R}} W F_{s}(u)}$. There exists an open conic set $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ containing $z_{0}$ such that $\bar{\Gamma} \cap \overline{\bigcup_{s \in \mathbb{R}} W F_{s}(u)}=\emptyset$.

Let $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$. By definition of $W F_{s}(u)$, for every $z \in \bar{\Gamma}$ and every $s \in \mathbb{R}$ there exists an open conical set $\Gamma_{z, s} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ containing $z$ such that

$$
\sup _{w \in \Gamma_{z, s}}\langle w\rangle^{s}\left|V_{\varphi} u(w)\right|<\infty
$$

We thus have for each $s \in \mathbb{R}$

$$
\overline{\Gamma \cap S_{2 d-1}} \subseteq \bigcup_{z \in \overline{\Gamma \cap S_{2 d-1}}} \Gamma_{z, s}
$$

and by the compactness of $\overline{\Gamma \cap S_{2 d-1}} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$, the covering of open sets on the right-hand side may be reduced to a finite covering of the form

$$
\begin{equation*}
\overline{\Gamma \cap S_{2 d-1}} \subseteq \bigcup_{j=1}^{n} \Gamma_{z_{j}, s}:=\Gamma_{s}, \quad s \in \mathbb{R} \tag{4.8}
\end{equation*}
$$

where $\Gamma_{s} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ is open, conic and satisfies

$$
\sup _{w \in \Gamma_{s}}\langle w\rangle^{s}\left|V_{\varphi} u(w)\right|<\infty, \quad s \in \mathbb{R}
$$

From (4.8) we may conclude

$$
\Gamma \subseteq \bigcap_{s \in \mathbb{R}} \Gamma_{s}
$$

which gives

$$
\sup _{w \in \Gamma}\langle w\rangle^{N}\left|V_{\varphi} u(w)\right| \leqslant \sup _{w \in \Gamma_{N}}\langle w\rangle^{N}\left|V_{\varphi} u(w)\right|<\infty, \quad N \geqslant 0 .
$$

We may conclude that $z_{0} \notin W F(u)$ which proves the inclusion (4.7). The proof is complete.

The next result says that pseudodifferential operators with symbols in $S_{0,0}^{0}$ are microlocal with respect to the $s$-Gabor wave front set. The proof is similar to the corresponding proof for the Gabor wave front set [20, Theorem 5.1].

Proposition 4.4. If $s \in \mathbb{R}, a \in S_{0,0}^{0}$ and $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ then

$$
W F_{s}\left(a^{w}(x, D) u\right) \subseteq W F_{s}(u)
$$

Proof. We have (see e.g. [11])

$$
\begin{equation*}
S_{0,0}^{0}=\bigcap_{N \geqslant 0} M_{v_{N}}^{\infty, 1} \tag{4.9}
\end{equation*}
$$

where $v_{N}$ is the weight $v_{N}(x, \xi)=\langle\xi\rangle^{N}$ for $(x, \xi) \in \mathbb{R}^{2 d} \oplus \mathbb{R}^{2 d}$, and $M_{v_{N}}^{\infty, 1}=$ $M_{v_{N}}^{\infty, 1}\left(\mathbb{R}^{2 d}\right)$ is a weighted modulation space. The space $M_{v_{N}}^{\infty, 1}$ is also known as a weighted version of Sjöstrand's symbol class (cf. [7], [23], [24]).

Let $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ satisfy $\|\varphi\|_{L^{2}}=1$. Denoting the formal adjoint of $a^{w}(x, D)$ by $a^{w}(x, D)^{*},(2.1)$ gives for $z \in \mathbb{R}^{2 d}$

$$
\begin{aligned}
& V_{\varphi}\left(a^{w}\right.(x, D) u)(z) \\
& \quad=\left(a^{w}(x, D) u, \Pi(z) \varphi\right) \\
& \quad=\left(u, a^{w}(x, D)^{*} \Pi(z) \varphi\right) \\
& \quad=(2 \pi)^{-d} \int_{\mathbb{R}^{2 d}} V_{\varphi} u(w)\left(\Pi(w) \varphi, a^{w}(x, D)^{*} \Pi(z) \varphi\right) d w \\
& \quad=(2 \pi)^{-d} \int_{\mathbb{R}^{2 d}} V_{\varphi} u(w)\left(a^{w}(x, D) \Pi(w) \varphi, \Pi(z) \varphi\right) d w \\
& \quad=(2 \pi)^{-d} \int_{\mathbb{R}^{2 d}} V_{\varphi} u(z-w)\left(a^{w}(x, D) \Pi(z-w) \varphi, \Pi(z) \varphi\right) d w
\end{aligned}
$$

By (4.9) and [7, Theorem 3.2], for any $t \geqslant 0$ there exists $g_{t} \in L_{t}^{1}\left(\mathbb{R}^{2 d}\right)$ such that

$$
\left|\left(a^{w}(x, D) \Pi(z-w) \varphi, \Pi(z) \varphi\right)\right| \leqslant g_{t}(w), \quad z, w \in \mathbb{R}^{2 d}
$$

With $g(w)=\sup _{z \in \mathbb{R}^{2 d}}\left|\left(a^{w}(x, D) \Pi(z-w) \varphi, \Pi(z) \varphi\right)\right|$ we thus have

$$
g \in \bigcap_{t \geqslant 0} L_{t}^{1}\left(\mathbb{R}^{2 d}\right)
$$

and

$$
\begin{equation*}
\left|V_{\varphi}\left(a^{w}(x, D) u\right)(z)\right| \lesssim\left|V_{\varphi} u\right| * g(z), \quad z \in \mathbb{R}^{2 d} \tag{4.10}
\end{equation*}
$$

If $0 \neq z_{0} \in T^{*} \mathbb{R}^{d} \backslash W F_{s}(u)$ then there exists an open conic set $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ containing $z_{0}$ such that

$$
\sup _{z \in \Gamma}\langle z\rangle^{s}\left|V_{\varphi} u(z)\right|<\infty
$$

By [6, Theorem 11.2.3] we have for some $M \geqslant 0$

$$
\left|V_{\varphi} u(z)\right| \lesssim\langle z\rangle^{M}, \quad z \in \mathbb{R}^{2 d}
$$

It now follows from (4.10) and Lemma 4.1 that for any open conic set $\Gamma^{\prime}$ containing $z_{0}$ such that $\overline{\Gamma^{\prime} \cap S_{2 d-1}} \subseteq \Gamma$ we have

$$
\sup _{z \in \Gamma^{\prime}}\langle z\rangle^{s}\left|V_{\varphi}\left(a^{w}(x, D) u\right)(z)\right|<\infty
$$

which proves that $z_{0} \notin W F_{s}\left(a^{w}(x, D) u\right)$. Thus we have shown

$$
W F_{s}\left(a^{w}(x, D) u\right) \subseteq W F_{s}(u)
$$

The proof is complete.
Remark 4.5. Note that Proposition 4.4 is a refinement of (2.2) (cf. [20, Theorem 5.1]), in view of Proposition 4.3.

Since modulation and translation are invertible operators with Weyl symbols in $S_{0,0}^{0}$, the result gives the following consequence.

Corollary 4.6. If $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $z \in \mathbb{R}^{2 d}$ then

$$
W F_{s}(\Pi(z) u)=W F_{s}(u)
$$

Thus the examples (2.8) and (2.9) generalize into

$$
\begin{equation*}
W F_{s}\left(\delta_{x}\right)=\{0\} \times\left(\mathbb{R}^{d} \backslash 0\right), \quad x \in \mathbb{R}^{d}, \quad s>0 \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
W F_{s}\left(\delta_{x}\right)=\emptyset, \quad x \in \mathbb{R}^{d}, \quad s \leqslant 0 \tag{4.12}
\end{equation*}
$$

respectively.
Next we show an $s$-Gabor wave front set version of the symplectic invariance (2.7).

Lemma 4.7. For each $s \in \mathbb{R}$

$$
\begin{equation*}
W F_{s}(\mu(\chi) u)=\chi W F_{s}(u), \quad \chi \in \operatorname{Sp}(d, \mathbb{R}), u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{4.13}
\end{equation*}
$$

where $\mu(\chi)$ is the operator corresponding to $\chi \in \operatorname{Sp}(d, \mathbb{R})$ that satisfies (2.6).

Proof. Let $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$. Since $\mu(\chi) \varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$ it suffices by Definition 2.5 to show

$$
\left|V_{\mu(\chi) \varphi}(\mu(\chi) u)(\chi z)\right|=\left|V_{\varphi} u(z)\right|, \quad z \in \mathbb{R}^{2 d}
$$

Define for $x, \xi \in \mathbb{R}^{d}$ the symbol

$$
a_{x, \xi}(y, \eta)=e^{i\langle x, \xi\rangle / 2+i(\langle\xi, y\rangle-\langle x, \eta\rangle)}, \quad y, \eta \in \mathbb{R}^{d}
$$

For $f, g \in \mathscr{S}$ we have $\left(a_{x, \xi}^{w}(x, D) f, g\right)=\left(M_{\xi} T_{x} f, g\right)$, that is $a_{z}^{w}(x, D)=$ $\Pi(z)$ for $z \in \mathbb{R}^{2 d}$. Note that $a_{x, \xi} \in S_{0,0}^{0}$. It follows from (2.6) that

$$
\mu(\chi)^{-1} \Pi(\chi z) \mu(\chi)=\left(a_{\chi z} \circ \chi\right)^{w}(x, D)
$$

By [5, Proposition 4.1] we have, with $A, B, C, D \in \mathbb{R}^{d \times d}$,

$$
\chi=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in \operatorname{Sp}(d, \mathbb{R})
$$

if and only if

$$
A^{t} C=C^{t} A, \quad B^{t} D=D^{t} B \quad \text { and } \quad A^{t} D-C^{t} B=I
$$

With $z=(x, \xi)$ this gives

$$
\begin{aligned}
a_{x z} \circ \chi(y, \eta)= & e^{i\langle A x+B \xi, C x+D \xi\rangle / 2+i(\langle C x+D \xi, A y+B \eta\rangle-\langle A x+B \xi, C y+D \eta\rangle)} \\
= & e^{i\left(\langle A x, C x\rangle+\langle B \xi, D \xi\rangle+\left\langle x,\left(A^{t} D+C^{t} B\right) \xi\right\rangle\right) / 2} \\
& \quad \times e^{i\left(\left\langle x,\left(C^{t} B-A^{t} D\right) \eta\right\rangle+\left\langle\xi,\left(D^{t} A-B^{t} C\right) y\right\rangle\right)} \\
= & e^{i(\langle A x, C x\rangle+\langle B \xi, D \xi\rangle+2\langle C x, B \xi\rangle+\langle x, \xi\rangle) / 2} e^{i(\langle\xi, y\rangle-\langle x, \eta\rangle)} \\
= & e^{i(\langle A x, C x\rangle+\langle B \xi, D \xi\rangle+2\langle C x, B \xi\rangle) / 2} a_{x, \xi}(y, \eta)
\end{aligned}
$$

and hence $\left(a_{\chi z} \circ \chi\right)^{w}(x, D)=e^{i(\langle A x, C x\rangle+\langle B \xi, D \xi\rangle+2\langle C x, B \xi\rangle) / 2} \Pi(x, \xi)$. This gives finally for $z \in \mathbb{R}^{2 d}$

$$
\begin{aligned}
\left|V_{\mu(\chi) \varphi}(\mu(\chi) u)(\chi z)\right| & =|(\mu(\chi) u, \Pi(\chi z) \mu(\chi) \varphi)| \\
& =\left|\left(u, \mu(\chi)^{-1} \Pi(\chi z) \mu(\chi) \varphi\right)\right| \\
& =|(u, \Pi(z) \varphi)|=\left|V_{\varphi} u(z)\right|
\end{aligned}
$$

The proof is complete.
Combining (3.2) and (4.13) we obtain the following invariance result for the $s$-Gabor wave front set (cf. (3.3)). If $Q \in \mathbb{C}^{2 d \times 2 d}$, $\operatorname{Re} Q=0$ and $F=$
$\mathcal{I} Q \in \mathbb{R}^{2 d \times 2 d}$ then

$$
\begin{equation*}
W F_{s}\left(e^{-t q^{w}(x, D)} u_{0}\right)=e^{-2 i t F} W F_{s}\left(u_{0}\right), \quad t \in \mathbb{R}, \quad u_{0} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right), \quad s \in \mathbb{R} \tag{4.14}
\end{equation*}
$$

The symplectic invariance (4.13) gives $s$-Gabor wave front set versions of (2.3), (2.4) and (2.5) as follows. We have (4.11), (4.12),
$W F_{s}\left(e^{i\langle\cdot, \xi\rangle}\right)=W F_{s}\left(e^{i\langle\cdot, A \cdot\rangle / 2}\right)=\emptyset, \quad \xi \in \mathbb{R}^{d}, A \in \mathbb{R}^{d \times d}$ symmetric, $s \leqslant 0$,

$$
\begin{equation*}
W F_{s}\left(e^{i\langle\cdot, \xi\rangle}\right)=\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\}, \quad \xi \in \mathbb{R}^{d}, \quad s>0 \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
W F_{s}\left(e^{i\langle\cdot, A \cdot\rangle / 2}\right)=\left\{(x, A x): x \in \mathbb{R}^{d} \backslash 0\right\}, \quad A \in \mathbb{R}^{d \times d} \text { symmetric, } s>0 \tag{4.16}
\end{equation*}
$$

## 5. Propagation of polynomial phase space singularities

### 5.1. Propagation of $s$-Gabor singularities for certain linear operators

Every continuous linear operator $\mathscr{K}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ has a Schwartz kernel $K \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$ that satisfies

$$
(\mathscr{K} f, g)=(K, g \otimes \bar{f}), \quad f, g \in \mathscr{S}\left(\mathbb{R}^{d}\right)
$$

Lemma 5.1. Let $\mathscr{K}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ be a continuous linear operator with Schwartz kernel $K \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$, suppose $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ satisfies $\|\varphi\|_{L^{2}}=1$ and set $\Phi=\varphi \otimes \varphi$. Then for $u, \psi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$
( $\mathscr{K} u, \psi)$
$=(2 \pi)^{-2 d} \int_{\mathbb{R}^{4 d}} V_{\Phi} K(x, y, \xi,-\eta) \overline{V_{\varphi} \psi(x, \xi)} V_{\bar{\varphi}} u(y, \eta) d x d y d \xi d \eta$.
Proof. Since $M_{\xi, \eta} T_{x, y} \Phi=M_{\xi} T_{x} \varphi \otimes M_{\eta} T_{y} \varphi$ we have

$$
\begin{aligned}
V_{\Phi}(\psi \otimes \bar{u})(x, y, \xi, \eta) & =\left(\psi \otimes \bar{u}, M_{\xi} T_{x} \varphi \otimes M_{\eta} T_{y} \varphi\right) \\
& =V_{\varphi} \psi(x, \xi) \overline{V_{\bar{\varphi}} u(y,-\eta)}
\end{aligned}
$$

The STFT inversion formula (2.1) gives

$$
\begin{aligned}
&(\mathscr{K} u, \psi) \\
& \quad=(K, \psi \otimes \bar{u}) \\
& \quad=(2 \pi)^{-2 d} \int_{\mathbb{R}^{4 d}} V_{\Phi} K(x, y, \xi,-\eta) \overline{V_{\varphi} \psi(x, \xi)} V_{\bar{\varphi}} u(y, \eta) d x d y d \xi d \eta .
\end{aligned}
$$

The integral converges since $V_{\Phi} K$ is polynomially bounded according to [6, Theorem 11.2.3], and $V_{\varphi} \psi, V_{\bar{\varphi}} u \in \mathscr{S}\left(\mathbb{R}^{2 d}\right)$. The proof is complete.

Since

$$
\overline{V_{\varphi} \Pi(t, \theta) \varphi(x, \xi)}=e^{i\langle x, \xi-\theta\rangle} V_{\varphi} \varphi(t-x, \theta-\xi)
$$

we obtain from Lemma 5.1 with $\psi=\Pi(t, \theta) \varphi$ for $(t, \theta) \in \mathbb{R}^{2 d}$

$$
\begin{align*}
V_{\varphi}(\mathscr{K} u)(t, \theta)= & (\mathscr{K} u, \Pi(t, \theta) \varphi) \\
= & (2 \pi)^{-2 d} \int_{\mathbb{R}^{4 d}} e^{i\langle x, \xi-\theta\rangle} V_{\Phi} K(x, y, \xi,-\eta)  \tag{5.2}\\
& \times V_{\varphi} \varphi(t-x, \theta-\xi) V_{\bar{\varphi}} u(y, \eta) d x d y d \xi d \eta
\end{align*}
$$

This formula will be useful in the proof of Theorem 5.3.
In the following results we need some definitions from [13]. For $K \in$ $\mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$ we define

$$
\begin{align*}
& W F_{1}(K)=\left\{(x, \xi) \in T^{*} \mathbb{R}^{d}:(x, 0, \xi, 0) \in W F(K)\right\} \subseteq T^{*} \mathbb{R}^{d} \backslash 0 \\
& W F_{2}(K)=\left\{(y, \eta) \in T^{*} \mathbb{R}^{d}:(0, y, 0,-\eta) \in W F(K)\right\} \subseteq T^{*} \mathbb{R}^{d} \backslash 0 \tag{5.3}
\end{align*}
$$

We also need the relation mapping between a subset $A \subseteq X \times Y$ of the Cartesian product of two sets $X, Y$, and a subset $B \subseteq Y$,

$$
A \circ B=\{x \in X: \exists y \in B:(x, y) \in A\} \subseteq X
$$

Finally we need later the reflection operator in the fourth $\mathbb{R}^{d}$ coordinate on $\mathbb{R}^{4 d}$

$$
\begin{equation*}
(x, y, \xi, \eta)^{\prime}=(x, y, \xi,-\eta), \quad x, y, \xi, \eta \in \mathbb{R}^{d} \tag{5.4}
\end{equation*}
$$

The following lemma concerns the relation mapping between closed conic sets, the first of which does not intersect the coordinate axes.

Lemma 5.2. Let $G \subseteq \mathbb{R}^{2 d} \backslash 0$ and $G_{1} \subseteq \mathbb{R}^{d} \backslash 0$ be closed conic sets such that

$$
\begin{equation*}
G \cap\left(\{0\} \times \mathbb{R}^{d} \cup \mathbb{R}^{d} \times\{0\}\right)=\emptyset \tag{5.5}
\end{equation*}
$$

Suppose $x_{0} \in \mathbb{R}^{d} \backslash 0$ satisfies $x_{0} \notin G \circ G_{1}$. Then there exist open conic sets $\Gamma_{0}, \Gamma_{1} \subseteq \mathbb{R}^{d} \backslash 0$ such that $x_{0} \in \Gamma_{0}, G_{1} \subseteq \Gamma_{1}$ and $\bar{\Gamma}_{0} \cap\left(G \circ \bar{\Gamma}_{1}\right)=\emptyset$.

Proof. The assumption $x_{0} \notin G \circ G_{1}$ means

$$
\begin{equation*}
\left(\left\{x_{0}\right\} \times G_{1}\right) \cap G=\emptyset \tag{5.6}
\end{equation*}
$$

Let $0<\varepsilon<1$ and define the open conic sets

$$
\begin{aligned}
& \Gamma_{0, \varepsilon}=\left\{x \in \mathbb{R}^{d} \backslash 0: \frac{x}{|x|} \in \frac{x_{0}}{\left|x_{0}\right|}+B_{\varepsilon}\left(\mathbb{R}^{d}\right)\right\} \subseteq \mathbb{R}^{d} \backslash 0 \\
& \Gamma_{1, \varepsilon}=\left\{y \in \mathbb{R}^{d} \backslash 0: \frac{y}{|y|} \in G_{1}+B_{\varepsilon}\left(\mathbb{R}^{d}\right)\right\} \subseteq \mathbb{R}^{d} \backslash 0
\end{aligned}
$$

whose closures in $\mathbb{R}^{d} \backslash 0$ are, respectively,

$$
\begin{aligned}
& \bar{\Gamma}_{0, \varepsilon}=\left\{x \in \mathbb{R}^{d} \backslash 0: \frac{x}{|x|} \in \frac{x_{0}}{\left|x_{0}\right|}+\overline{B_{\varepsilon}\left(\mathbb{R}^{d}\right)}\right\} \subseteq \mathbb{R}^{d} \backslash 0 \\
& \bar{\Gamma}_{1, \varepsilon}=\left\{y \in \mathbb{R}^{d} \backslash 0: \frac{y}{|y|} \in G_{1}+\overline{B_{\varepsilon}\left(\mathbb{R}^{d}\right)}\right\} \subseteq \mathbb{R}^{d} \backslash 0
\end{aligned}
$$

Obviously $x_{0} \in \Gamma_{0, \varepsilon}$ and $G_{1} \subseteq \Gamma_{1, \varepsilon}$ for any $\varepsilon>0$.
We are going to show that

$$
\begin{equation*}
\left(\bar{\Gamma}_{0, \varepsilon} \times \bar{\Gamma}_{1, \varepsilon}\right) \cap G=\emptyset \tag{5.7}
\end{equation*}
$$

holds for some $\varepsilon>0$, which proves the lemma since it is equivalent to $\bar{\Gamma}_{0, \varepsilon} \cap$ $\left(G \circ \bar{\Gamma}_{1, \varepsilon}\right)=\emptyset$.

To prove (5.7) suppose for a contradiction that

$$
\begin{equation*}
\left(\bar{\Gamma}_{0,1 / n} \times \bar{\Gamma}_{1,1 / n}\right) \cap G \neq \emptyset, \quad n \in \mathbb{N} \tag{5.8}
\end{equation*}
$$

Then there exists $\left(x_{n}, y_{n}\right) \in\left(\bar{\Gamma}_{0,1 / n} \times \bar{\Gamma}_{1,1 / n}\right) \cap G$ for all $n \in \mathbb{N}$. Since all involved sets are conic we may assume

$$
\left(x_{n}, y_{n}\right) \in\left(\bar{\Gamma}_{0,1 / n} \times \bar{\Gamma}_{1,1 / n}\right) \cap G \cap S_{2 d-1}, \quad n \in \mathbb{N} .
$$

Passing to a subsequence without change of notation gives convergence

$$
\left(x_{n}, y_{n}\right) \longrightarrow(x, y) \in G \cap S_{2 d-1}, \quad n \rightarrow \infty
$$

and thanks to the assumption (5.5) we must have $x \neq 0$ and $y \neq 0$.
Since $x_{n} \in \bar{\Gamma}_{0,1 / n}$, we have

$$
\frac{x_{n}}{\left|x_{n}\right|}=\frac{x_{0}}{\left|x_{0}\right|}+w_{n}
$$

where $\left|w_{n}\right| \leqslant 1 / n$, so it follows that $x \in \mathbb{R}_{+} x_{0}=\left\{t x_{0}: t>0\right\}$. Likewise, since $y_{n} \in \bar{\Gamma}_{1,1 / n}$ we have

$$
\frac{y_{n}}{\left|y_{n}\right|}=u_{n}+w_{n}
$$

where $u_{n} \in G_{1}$ and $\left|w_{n}\right| \leqslant 1 / n$. It follows from the closure of $G_{1}$ in $\mathbb{R}^{d} \backslash 0$ and its cone property that $y \in G_{1}$.

We have thus deduced

$$
(x, y) \in\left(\mathbb{R}_{+} x_{0} \times G_{1}\right) \cap G
$$

which contradicts (5.6). It follows that our assumption (5.8) must be false so (5.7) indeed holds for some $\varepsilon>0$. The proof is complete.

For $K \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$ and $\Phi \in \mathscr{S}\left(\mathbb{R}^{2 d}\right) \backslash 0$ we have by [6, Theorem 11.2.3] (cf. Section 2) for some $m \in \mathbb{R}$ that does not depend on $\Phi$,

$$
\begin{equation*}
\left|V_{\Phi} K(x, y, \xi, \eta)\right| \lesssim\langle(x, y, \xi, \eta)\rangle^{m}, \quad(x, y, \xi, \eta) \in \mathbb{R}^{4 d} \tag{5.9}
\end{equation*}
$$

The preceding two lemmas are needed in the following result on propagation of singularities. It is an $s$-Gabor wave front set version of Hörmander's result [13, Proposition 2.11] which treats the Gabor wave front set. More precisely Hörmander's result concerns a continuous linear operator $\mathscr{K}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow$ $\mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ with Schwartz kernel $K \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$. The proposition says that the domain of $\mathscr{K}$ can be extended to all $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ such that

$$
W F(u) \cap W F_{2}(K)=\emptyset
$$

in which case $\mathscr{K} u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$, and the Gabor wave front set inclusion

$$
W F(\mathscr{K} u) \subseteq W F(K)^{\prime} \circ W F(u) \cup W F_{1}(K)
$$

holds. Note that $W F(K)^{\prime} \circ W F(u)$ here means

$$
\begin{aligned}
& W F(K)^{\prime} \circ W F(u) \\
& \quad=\left\{(x, \xi) \in T^{*} \mathbb{R}^{d}: \exists(y, \eta) \in W F(u):(x, y, \xi,-\eta) \in W F(K)\right\}
\end{aligned}
$$

that is, the second and third $\mathbb{R}^{d}$ coordinates of $W F(K)$ are permuted (see [13], [14], [19]).

Theorem 5.3. Suppose $\mathscr{K}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}\left(\mathbb{R}^{d}\right)$ is a continuous linear operator that extends uniquely to a continuous linear operator $\mathscr{K}: \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \rightarrow$ $\mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. Suppose the Schwartz kernel $K \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$ of $\mathscr{K}$ satisfies (5.9) for $m \in \mathbb{R}$, and

$$
\begin{equation*}
W F_{1}(K)=W F_{2}(K)=\emptyset \tag{5.10}
\end{equation*}
$$

Then for $s, r \in \mathbb{R}$ such that

$$
\begin{equation*}
r<s-m-4 d \tag{5.11}
\end{equation*}
$$

and $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ we have

$$
\begin{equation*}
W F_{r}(\mathscr{K} u) \subseteq W F(K)^{\prime} \circ W F_{s}(u) \tag{5.12}
\end{equation*}
$$

Proof. By [1, Lemma 5.1] we have by the assumption (5.10)
$W F(K) \subseteq \Gamma_{1}=\left\{(x, y, \xi, \eta) \in T^{*} \mathbb{R}^{2 d}: c^{-1}|(x, \xi)|<|(y, \eta)|<c|(x, \xi)|\right\}$
for some $c>1$. Defining

$$
\begin{aligned}
& \Gamma_{1,3}=\left\{(x, y, \xi, \eta) \in T^{*} \mathbb{R}^{2 d}: c|(x, \xi)| \leqslant|(y, \eta)|\right\} \\
& \Gamma_{2,4}=\left\{(x, y, \xi, \eta) \in T^{*} \mathbb{R}^{2 d}: c|(y, \eta)| \leqslant|(x, \xi)|\right\}
\end{aligned}
$$

we thus have

$$
\begin{equation*}
\Gamma_{1} \subseteq \mathbb{R}^{4 d} \backslash\left(\Gamma_{1,3} \cup \Gamma_{2,4}\right) \tag{5.13}
\end{equation*}
$$

After these preparations we first show that the formula (5.1) extends to $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\psi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ under the given assumptions.

By [6, Corollary 11.2.6] the topology for $\mathscr{S}\left(\mathbb{R}^{d}\right)$ can be defined by the collection of seminorms

$$
\begin{equation*}
\mathscr{S}\left(\mathbb{R}^{d}\right) \ni \psi \mapsto \sup _{z \in \mathbb{R}^{2 d}}\langle z\rangle^{n}\left|V_{\varphi} \psi(z)\right|, \quad n \geqslant 0 \tag{5.14}
\end{equation*}
$$

for any $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$. Pick $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ such that $\|\varphi\|_{L^{2}}=1$ and set $\Phi=\varphi \otimes \varphi$. By Lemma 5.1 we have for $\psi, u \in \mathscr{S}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
|(\mathscr{K} u, \psi)| \lesssim \int_{\mathbb{R}^{4 d}}\left|V_{\Phi} K(x, y, \xi,-\eta)\right|\left|V_{\varphi} \psi(x, \xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \tag{5.15}
\end{equation*}
$$

We first show that the right-hand side integral can be estimated by a seminorm (5.14) of $\psi$ when $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. By the assumed uniqueness of the extension $\mathscr{K}: \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ this implies that formula (5.1) holds for $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\psi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$.

Consider first the right-hand side integral over $(x, y, \xi,-\eta) \in \mathbb{R}^{4 d} \backslash \Gamma_{1}$, where we have

$$
\begin{equation*}
\left|V_{\Phi} K(x, y, \xi,-\eta)\right| \lesssim\langle(x, y, \xi, \eta)\rangle^{-k}, \quad k \in \mathbb{N}, \quad(x, y, \xi,-\eta) \in \mathbb{R}^{4 d} \backslash \Gamma_{1} \tag{5.16}
\end{equation*}
$$

on account of $W F(K) \subseteq \Gamma_{1}$ and $\Gamma_{1} \subseteq \mathbb{R}^{4 d} \backslash 0$ being open. By [6, Theorem 11.2.3] we have for some $L \geqslant 0$

$$
\begin{equation*}
\left|V_{\bar{\varphi}} u(y, \eta)\right| \lesssim\langle(y, \eta)\rangle^{L}, \quad(y, \eta) \in \mathbb{R}^{2 d} \tag{5.17}
\end{equation*}
$$

since $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.

We have for any $n \in \mathbb{N}$

$$
\begin{align*}
\int_{\mathbb{R}^{4 d} \backslash \Gamma_{1}^{\prime}} & \left|V_{\Phi} K(x, y, \xi,-\eta)\right|\left|V_{\varphi} \psi(x, \xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \\
& \lesssim \int_{\mathbb{R}^{4 d} \backslash \Gamma_{1}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{-k}\langle(x, \xi)\rangle^{n}\left|V_{\varphi} \psi(x, \xi)\right|\langle(y, \eta)\rangle^{L} d x d y d \xi d \eta \\
& \lesssim \sup _{z \in \mathbb{R}^{2 d}}\langle z\rangle^{n}\left|V_{\varphi} \psi(z)\right| \int_{\mathbb{R}^{4 d}}\langle(x, y, \xi, \eta)\rangle^{L-k} d x d y d \xi d \eta \\
& \lesssim \sup _{z \in \mathbb{R}^{2 d}}\langle z\rangle^{n}\left|V_{\varphi} \psi(z)\right| \tag{5.18}
\end{align*}
$$

provided $k>0$ is sufficiently large.
Next we consider the right-hand side integral (5.15) over $(x, y, \xi,-\eta) \in \Gamma_{1}$. If $(x, y, \xi,-\eta) \in \Gamma_{1}$ we have $\langle(x, \xi)\rangle \asymp\langle(y, \eta)\rangle$ which gives

$$
\begin{align*}
& \int_{\Gamma_{1}^{\prime}}\left|V_{\Phi} K(x, y, \xi,-\eta)\right|\left|V_{\varphi} \psi(x, \xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \\
& \lesssim \int_{\Gamma_{1}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{m+4 d+1-4 d-1}\left|V_{\varphi} \psi(x, \xi)\right|\langle(y, \eta)\rangle^{L} d x d y d \xi d \eta \\
& \lesssim \int_{\Gamma_{1}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{-4 d-1}\langle(x, \xi)\rangle^{|m|+4 d+1+L}\left|V_{\varphi} \psi(x, \xi)\right| d x d y d \xi d \eta \\
& \lesssim \sup _{z \in \mathbb{R}^{2 d}}\langle z\rangle^{|m|+4 d+1+L}\left|V_{\varphi} \psi(z)\right| \tag{5.19}
\end{align*}
$$

The estimates (5.18) and (5.19) prove our claim that the right-hand side of (5.15) can be estimated by a seminorm (5.14) of $\psi$ when $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. Thus (5.1), and therefore also (5.2), hold for $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\psi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$.

Using (5.2) we show the inclusion (5.12) under assumption (5.11) by showing that

$$
\begin{equation*}
0 \neq\left(t_{0}, \theta_{0}\right) \notin W F(K)^{\prime} \circ W F_{s}(u) \tag{5.20}
\end{equation*}
$$

implies $\left(t_{0}, \theta_{0}\right) \notin W F_{r}(\mathscr{K} u)$. Thus we suppose (5.20). By Lemma 5.2 we may assume that $\left(t_{0}, \theta_{0}\right) \in \Omega_{0}$ and $\bar{\Omega}_{0} \cap\left(W F(K)^{\prime} \circ \bar{\Omega}_{2}\right)=\emptyset$ where $\Omega_{0}, \Omega_{2} \subseteq$ $T^{*} \mathbb{R}^{d} \backslash 0$ are conic, open and $W F_{s}(u) \subseteq \Omega_{2}$. (Note that the assumption (5.5) of Lemma 5.2 corresponds to the assumption (5.10).)

Denote by

$$
\begin{aligned}
p_{1,3}(x, y, \xi, \eta) & =(x, \xi) \\
p_{2,-4}(x, y, \xi, \eta) & =(y,-\eta),
\end{aligned} \quad x, y, \xi, \eta \in \mathbb{R}^{d},
$$

the projections $\mathbb{R}^{4 d} \rightarrow \mathbb{R}^{2 d}$ onto the first and the third $\mathbb{R}^{d}$ coordinate, and onto the second and the fourth $\mathbb{R}^{d}$ coordinate with a change of sign in the latter, respectively.

With these notations we may express $\bar{\Omega}_{0} \cap\left(W F(K)^{\prime} \circ \bar{\Omega}_{2}\right)=\emptyset$ as

$$
\bar{\Omega}_{0} \cap p_{1,3}\left(W F(K) \cap p_{2,-4}^{-1} \bar{\Omega}_{2}\right)=\emptyset
$$

or, equivalently,

$$
p_{1,3}^{-1} \bar{\Omega}_{0} \cap W F(K) \cap p_{2,-4}^{-1} \bar{\Omega}_{2}=\emptyset
$$

Due to assumption (5.10) we may strengthen this into

$$
p_{1,3}^{-1}\left(\bar{\Omega}_{0} \cup\{0\}\right) \backslash 0 \cap W F(K) \cap p_{2,-4}^{-1}\left(\bar{\Omega}_{2} \cup\{0\}\right) \backslash 0=\emptyset
$$

Since $p_{1,3}^{-1}\left(\bar{\Omega}_{0} \cup\{0\}\right) \backslash 0$ and $p_{2,-4}^{-1}\left(\bar{\Omega}_{2} \cup\{0\}\right) \backslash 0$ are closed conic subsets of $\mathbb{R}^{4 d} \backslash 0$, decreasing $\Gamma_{1} \subseteq \mathbb{R}^{4 d} \backslash 0$ if necessary there exist open conic subsets $\Gamma_{0}, \Gamma_{2} \subseteq \mathbb{R}^{4 d} \backslash 0$ such that

$$
W F(K) \subseteq \Gamma_{1}, \quad p_{1,3}^{-1} \bar{\Omega}_{0} \subseteq \Gamma_{0}, \quad p_{2,-4}^{-1} \bar{\Omega}_{2} \subseteq \Gamma_{2}
$$

and

$$
\begin{equation*}
\Gamma_{0} \cap \Gamma_{1} \cap \Gamma_{2}=\emptyset \tag{5.21}
\end{equation*}
$$

Let $\Sigma_{0} \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ be an open conic set such that $\left(t_{0}, \theta_{0}\right) \in \Sigma_{0}$ and $\overline{\Sigma_{0} \cap S_{2 d-1}} \subseteq \Omega_{0}$. Suppose $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right),\|\varphi\|_{L^{2}}=1$ and $\Phi=\varphi \otimes \varphi$. From (5.2) we have

$$
\begin{align*}
& \langle(t, \theta)\rangle^{r}\left|V_{\varphi}(\mathscr{K} u)(t, \theta)\right| \\
& \quad \lesssim \int_{\mathbb{R}^{4 d}}\left|V_{\Phi} K(x, y, \xi,-\eta)\right|\langle(t, \theta)\rangle^{r}  \tag{5.22}\\
& \quad \times\left|V_{\varphi} \varphi(t-x, \theta-\xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta
\end{align*}
$$

We will show that this integral is bounded when $(t, \theta) \in \Sigma_{0}$ which proves that $\left(t_{0}, \theta_{0}\right) \notin W F_{r}(\mathscr{K} u)$.

Consider first the right-hand side integral over $(x, y, \xi,-\eta) \in \mathbb{R}^{4 d} \backslash \Gamma_{1}$. From (5.16), (5.17) and $\langle(t, \theta)\rangle \lesssim\langle(x, \xi)\rangle\langle(t-x, \theta-\xi)\rangle$ we obtain, since $V_{\varphi} \varphi \in \mathscr{S}\left(\mathbb{R}^{2 d}\right)$,

$$
\begin{align*}
\int_{\mathbb{R}^{4 d} \backslash \Gamma_{1}^{\prime}} & \left|V_{\Phi} K(x, y, \xi,-\eta)\right|\langle(t, \theta)\rangle^{r} \\
& \times\left|V_{\varphi} \varphi(t-x, \theta-\xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \\
\lesssim & \int_{\mathbb{R}^{4 d} \backslash \Gamma_{1}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{-k}\langle(x, \xi)\rangle^{r}\langle(y, \eta)\rangle^{L} d x d y d \xi d \eta  \tag{5.23}\\
\lesssim & \int_{\mathbb{R}^{4 d}}\langle(x, y, \xi, \eta)\rangle^{|r|+L-k} d x d y d \xi d \eta<\infty
\end{align*}
$$

if $k>0$ is chosen sufficiently large. The estimate holds for all $(t, \theta) \in \mathbb{R}^{2 d}$.
It remains to estimate the right-hand side integral (5.22) over $(x, y, \xi,-\eta) \in$ $\Gamma_{1}$ where $\langle(x, \xi)\rangle \asymp\langle(y, \eta)\rangle$. By (5.13) and (5.21) we have $\Gamma_{1} \subseteq G_{1} \cup G_{2}$ where

$$
G_{1}=\mathbb{R}^{4 d} \backslash\left(\Gamma_{1,3} \cup \Gamma_{2,4} \cup \Gamma_{0}\right), \quad G_{2}=\mathbb{R}^{4 d} \backslash\left(\Gamma_{1,3} \cup \Gamma_{2,4} \cup \Gamma_{2}\right)
$$

First we assume $(x, y, \xi,-\eta) \in G_{1}$. Then $(x, y, \xi,-\eta) \notin \Gamma_{0}$ which implies $(x, \xi) \notin \Omega_{0}$. There exists $\delta>0$ such that

$$
|(x, \xi)-(t, \theta)| \geqslant \delta|(x, \xi)|, \quad(x, \xi) \notin \Omega_{0}, \quad(t, \theta) \in \Sigma_{0}
$$

For $(t, \theta) \in \Sigma_{0}$ we obtain with the aid of (5.9), for arbitrary $k \geqslant|r|$, since $V_{\varphi} \varphi \in \mathscr{S}\left(\mathbb{R}^{2 d}\right)$, using $\langle(x, \xi)\rangle \asymp\langle(y, \eta)\rangle$ and (5.17),

$$
\begin{align*}
\int_{G_{1}^{\prime}} \mid V_{\Phi} & K(x, y, \xi,-\eta) \mid\langle(t, \theta)\rangle^{r} \\
& \quad \times\left|V_{\varphi} \varphi(t-x, \theta-\xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \\
\lesssim & \int_{G_{1}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{m}\langle(x, \xi)\rangle^{r}\langle(t-x, \theta-\xi)\rangle^{|r|-k}\langle(t-x, \theta-\xi)\rangle^{-k} \\
& \quad \times\langle(y, \eta)\rangle^{L} d x d y d \xi d \eta \\
\lesssim & \int_{G_{1}^{\prime}}\langle(x, \xi)\rangle^{|m|+r+4 d+2+L-k}\langle(x, \xi)\rangle^{-2 d-1}\langle(y, \eta)\rangle^{-2 d-1} d x d y d \xi d \eta \\
\lesssim & \int_{\mathbb{R}^{4 d}}\langle(x, \xi)\rangle^{-2 d-1}\langle(y, \eta)\rangle^{-2 d-1} d x d y d \xi d \eta \lesssim 1 \tag{5.24}
\end{align*}
$$

provided $k \geqslant|m|+r+4 d+2+L$.
Finally we assume $(x, y, \xi,-\eta) \in G_{2}$. Then $(x, y, \xi,-\eta) \notin \Gamma_{2}$ so we have $(y, \eta) \notin \Omega_{2}$. Hence $(y, \eta) \in G$ where $G \subseteq T^{*} \mathbb{R}^{d}$ is closed, conic and does not intersect $W F_{s}(u)$. Assumption (5.11) gives

$$
\varepsilon=s-r-m-4 d>0
$$

We obtain with the aid of (5.9) for any $(t, \theta) \in T^{*} \mathbb{R}^{d}$, using $\langle(x, \xi)\rangle \asymp\langle(y, \eta)\rangle$,

$$
\begin{aligned}
\int_{G_{2}^{\prime}} \mid V_{\Phi} & K(x, y, \xi,-\eta) \mid\langle(t, \theta)\rangle^{r} \\
& \quad \times\left|V_{\varphi} \varphi(t-x, \theta-\xi)\right|\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \\
\lesssim & \int_{G_{2}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{m}\langle(x, \xi)\rangle^{r}\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta
\end{aligned}
$$

$$
\begin{align*}
& \lesssim \int_{G_{2}^{\prime}}\langle(x, y, \xi, \eta)\rangle^{-4 d-\varepsilon}\langle(y, \eta)\rangle^{r+m+4 d+\varepsilon}\left|V_{\bar{\varphi}} u(y, \eta)\right| d x d y d \xi d \eta \\
& \lesssim \sup _{w \in G}\langle w\rangle^{s}\left|V_{\bar{\varphi}} u(w)\right|<\infty \tag{5.25}
\end{align*}
$$

We can now combine (5.22), (5.23), $\Gamma_{1} \subseteq G_{1} \cup G_{2}$, (5.24) and (5.25) to conclude

$$
\sup _{(t, \theta) \in \Sigma_{0}}\langle(t, \theta)\rangle^{r}\left|V_{\varphi}(\mathscr{K} u)(t, \theta)\right|<\infty .
$$

Thus $\left(t_{0}, \theta_{0}\right) \notin W F_{r}(\mathscr{K} u)$. The proof is complete.
Remark 5.4. Under assumption (5.10), Theorem 5.3 implies Hörmander's result [13, Proposition 2.11] for the Gabor wave front set

$$
W F(\mathscr{K} u) \subseteq W F(K)^{\prime} \circ W F(u)
$$

In fact this follows from Proposition 4.3 and the claim $\overline{G \circ G_{1}} \subseteq G \circ \overline{G_{1}}$ if $G \subseteq \mathbb{R}^{2 d} \backslash 0$ is closed, conic and satisfies (5.5), and $G_{1} \subseteq \mathbb{R}^{d} \backslash 0$ is merely conic (cf. Lemma 5.2).

To show the claim, assume that $x_{n} \in G \circ G_{1}$ for $n \geqslant 1$ and $x_{n} \rightarrow x \in \mathbb{R}^{d}$ as $n \rightarrow \infty$. For each $n \in \mathbb{N}$ there exists $y_{n} \in G_{1}$ such that $\left(x_{n}, y_{n}\right) \in G$.

Suppose that the sequence $\left\{y_{n}\right\}_{n=1}^{\infty} \subseteq G_{1}$ is not bounded. Then for some subsequence we have $\left|y_{n_{j}}\right| \geqslant j$ for $j \in \mathbb{N}$. The cone property of $G$ gives $\left|y_{n_{j}}\right|^{-1}\left(x_{n_{j}}, y_{n_{j}}\right) \in G$, and this sequence converges to $(0, y) \in G$ for some $y \in \overline{G_{1}} \cap S_{d-1}$ as $j \rightarrow \infty$, after passage to a further subsequence. This contradicts the assumption (5.5), and it follows that the sequence $\left\{y_{n}\right\}_{n=1}^{\infty} \subseteq G_{1}$ must be bounded.

Therefore we have convergence

$$
\left(x_{n_{j}}, y_{n_{j}}\right) \rightarrow(x, y) \in G, \quad j \rightarrow \infty
$$

for some subsequence, and $y \in \overline{G_{1}} \cup\{0\}$. Due to the assumption (5.5) we have $x \neq 0$ and $y \neq 0$, so $y \in \overline{G_{1}}$ which gives $x \in G \circ \overline{G_{1}}$. This proves the claim $\overline{G \circ G_{1}} \subseteq G \circ \overline{G_{1}}$.

### 5.2. Propagation of $s$-Gabor singularities in the general case

In this subsection we combine Theorem 5.3 with results in [19] in order to obtain results on propagation of singularities for Schrödinger equations. Hörmander's result [14, Theorem 5.12] says that the Schwartz kernel of the Schrödinger propagator $e^{-t q^{w}(x, D)}$ is a so called Gaussian oscillatory integral. Therefore we first need some background on Gaussian oscillatory integrals and
the associated symplectic geometry. We give a brief description of these topics and refer to [14, Section 5] and [19, Sections 3 and 4] for richer accounts.

Let $q$ be a quadratic form on $T^{*} \mathbb{R}^{d}$ defined by a symmetric matrix $Q \in$ $\mathbb{C}^{2 d \times 2 d}$ with $\operatorname{Re} Q \geqslant 0$ and Hamilton matrix $F=\mathcal{I} Q$. According to [14, Theorem 5.12] the propagator is

$$
e^{-t q^{w}(x, D)}=\mathscr{K}_{e^{-2 i t F}}
$$

where $\mathscr{K}_{e^{-2 i t F}}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is the linear continuous operator with Schwartz kernel

$$
K_{T}(x, y)=(2 \pi)^{-(d+N) / 2} \sqrt{\operatorname{det}\left(\begin{array}{cc}
p_{\theta \theta}^{\prime \prime} / i & p_{\theta y}^{\prime \prime}  \tag{5.26}\\
p_{x \theta}^{\prime \prime} & i p_{x y}^{\prime \prime}
\end{array}\right)} \int_{\mathbb{R}^{N}} e^{i p(x, y, \theta)} d \theta \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)
$$

with $T=e^{-2 i t F}$. The Schwartz kernel $K_{T}$ is a Gaussian oscillatory integral with respect to a quadratic form $p$ on $\mathbb{R}^{2 d+N}$ [14], [19]. The quadratic form $p$ satisfies certain properties (cf. [19, Section 3]) including $\operatorname{Im} p \geqslant 0$, and it is not uniquely determined by the oscillatory integral. Each Gaussian oscillatory integral is bijectively associated with a Lagrangian in $T^{*} \mathbb{C}^{2 d}$. Certain aspects of the analysis of the propagator are natural to study in terms of the corresponding Lagrangian.

The Lagrangian associated to the Schwartz kernel $K_{e^{-2 i t F}}$ is

$$
\lambda=\left\{(x, y, \xi,-\eta) \in T^{*} \mathbb{C}^{2 d}:(x, \xi)=e^{-2 i t F}(y, \eta)\right\} \subseteq T^{*} \mathbb{C}^{2 d}
$$

With the twist operation (cf. (5.4))

$$
(x, y, \xi, \eta)^{\prime}=(x, y, \xi,-\eta), \quad x, y, \xi, \eta \in \mathbb{C}^{d}
$$

the Lagrangian is thus the twisted graph Lagrangian defined by the matrix $e^{-2 i t F}$. By [19, Lemma 4.2] we have $T=e^{-2 i t F} \in \operatorname{Sp}(d, \mathbb{C})$, and

$$
i(\sigma(\overline{T X}, T X)-\sigma(\bar{X}, X)) \geqslant 0, \quad X \in T^{*} \mathbb{C}^{d}
$$

A matrix $T \in \operatorname{Sp}(d, \mathbb{C})$ that satisfies this property is called positive [14, p. 444].
Since $K_{e^{-2 i t F}} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2 d}\right)$ the propagator is a continuous operator $e^{-t q^{w}(x, D)}$ : $\mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. According to [14, Proposition 5.8 and Theorem 5.12] we have in fact continuity $e^{-t q^{w}(x, D)}: \mathscr{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}\left(\mathbb{R}^{d}\right)$. In order to extend the propagator to an operator $e^{-t q^{w}(x, D)}: \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ one considers the formal adjoint. The formal adjoint of $\mathscr{K}_{T}$ for a positive matrix $T \in \operatorname{Sp}(d, \mathbb{C})$ is $\mathscr{K}_{\bar{T}^{-1}}$ where $\bar{T}^{-1} \in \operatorname{Sp}(d, \mathbb{C})$ is positive [14, p. 446]. Thus $\mathscr{K}_{T}$ may be extended uniquely to a continuous operator $\mathscr{K}_{T}: \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ by

$$
\left(\mathscr{K}_{T} u, \varphi\right)=\left(u, \mathscr{K}_{\bar{T}^{-1}} \varphi\right), \quad u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right), \quad \varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right)
$$

Since $e^{-t q^{w}(x, D)}=\mathscr{K}_{e^{-2 i i f}}$ this gives in particular the unique extension of the propagator to a continuous operator $e^{-t q^{w}(x, D)}: \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.

According to [19, Theorem 4.3], the Gabor wave front set of the Schwartz kernel $K_{e^{-2 i t F}}$ of the propagator $e^{-t q^{w}(x, D)}$ for $t \geqslant 0$ obeys the inclusion

$$
\begin{align*}
& W F\left(K_{\left.e^{-2 i t F}\right)}\right. \\
& \qquad \subseteq\left\{(x, y, \xi,-\eta) \in T^{*} \mathbb{R}^{2 d} \backslash 0:\right.  \tag{5.27}\\
& \left.\quad(x, \xi)=e^{-2 i t F}(y, \eta), \operatorname{Im} e^{-2 i t F}(y, \eta)=0\right\} .
\end{align*}
$$

Since $e^{-2 i t F} \in \mathbb{C}^{2 d \times 2 d}$ is invertible, $W F_{1}\left(K_{e^{-2 i t F}}\right)=W F_{2}\left(K_{e^{-2 i t F}}\right)=\emptyset$, cf. (5.3).

A Gaussian oscillatory integral with respect to a quadratic form as in (5.26) is a particular case of a so called Gaussian distribution [14, Section 5]. An oscillatory integral of this type has the form

$$
C e^{i \rho}\left(\delta_{0} \otimes 1\right) \circ A
$$

where $\rho$ is a quadratic form on $\mathbb{R}^{2 d}$ with $\operatorname{Im} \rho \geqslant 0, \delta_{0}=\delta_{0}\left(\mathbb{R}^{k}\right), k \leqslant 2 d$, $A \in \mathbb{R}^{2 d \times 2 d}$ is an invertible matrix and $C \in \mathbb{C} \backslash 0$. From this information it follows that we may take $m=0$ in (5.9) when $K=K_{e^{-2 i t} \text {. }}$.

The observations above allow us to combine (5.27) and Theorem 5.3 with $\mathscr{K}=e^{-t q^{w}(x, D)}$ and $m=0$. This gives the following propagation result for Schrödinger equations and the $s$-Gabor wave front set.

Corollary 5.5. Suppose $q$ is a quadratic form on $T^{*} \mathbb{R}^{d}$ defined by a symmetric matrix $Q \in \mathbb{C}^{2 d \times 2 d}$, $\operatorname{Re} Q \geqslant 0, F=\mathcal{I} Q, s, r \in \mathbb{R}$ and $r<s-4 d$. Then for $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$

$$
W F_{r}\left(e^{-t q^{w}(x, D)} u\right) \subseteq e^{-2 i t F}\left(W F_{s}(u) \cap \operatorname{Ker}\left(\operatorname{Im} e^{-2 i t F}\right)\right), \quad t \geqslant 0 .
$$

As in the proof of [19, Theorem 5.2], the latter inclusion can be sharpened (at the expense of decreasing $r$ ) using the semigroup property of the propagator [14, Proposition 5.9 and Theorem 5.12]

$$
e^{-\left(t_{1}+t_{2}\right) q^{w}(x, D)}= \pm e^{-t_{1} q^{w}(x, D)} e^{-t_{2} q^{w}(x, D)}, \quad t_{1}, t_{2} \geqslant 0 .
$$

One obtains then the following result, where the singular space

$$
S=\left(\bigcap_{j=0}^{2 d-1} \operatorname{Ker}\left[\operatorname{Re} F(\operatorname{Im} F)^{j}\right]\right) \cap T^{*} \mathbb{R}^{d} \subseteq T^{*} \mathbb{R}^{d}
$$

of the quadratic form $q$ plays a crucial role. The singular space has recently been found to play a decisive role in the analysis of spectral and hypoelliptic
properties of non-elliptic quadratic operators, cf. [8], [9], [10], [17], [18], [26], [27].

The following result is an $s$-Gabor wave front set refinement of [19, Theorem 5.2] (which is formulated in terms of the Gabor wave front set). This result implies [19, Theorem 5.2] via Proposition 4.3. Note that the upper bound for $r$ is $4 d$ smaller than in Corollary 5.5. As shown in the proof of [19, Theorem 5.2]

$$
\left(e^{2 t \operatorname{Im} F}\left(W F_{s}(u) \cap S\right)\right) \cap S \subseteq e^{-2 i t F}\left(W F_{s}(u) \cap \operatorname{Ker}\left(\operatorname{Im} e^{-2 i t F}\right)\right)
$$

so the right-hand side of the following inclusion is a sharpening of the righthand side in the inclusion of Corollary 5.5.

Corollary 5.6. Suppose $q$ is a quadratic form on $T^{*} \mathbb{R}^{d}$ defined by a symmetric matrix $Q \in \mathbb{C}^{2 d \times 2 d}$, $\operatorname{Re} Q \geqslant 0, F=\mathcal{I} Q, s, r \in \mathbb{R}$ and $r<s-8 d$. Then for $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$

$$
W F_{r}\left(e^{-t q^{w}(x, D)} u\right) \subseteq\left(e^{2 t \operatorname{Im} F}\left(W F_{s}(u) \cap S\right)\right) \cap S, \quad t>0
$$

### 5.3. Consequences of the assumption of normality of the Hamiltonian

Finally we draw some conclusions on propagation of the $s$-Gabor wave front set under the additional hypothesis of normality of the Hamiltonian. This means that $q^{w}(x, D)$ commutes with its formal adjoint $\bar{q}^{w}(x, D)$, that is

$$
\left[q^{w}(x, D), \bar{q}^{w}(x, D)\right]=0
$$

acting on $\mathscr{S}\left(\mathbb{R}^{d}\right)$. This condition of normality is equivalent to the condition on the Poisson bracket

$$
\{q, \bar{q}\}=\left\langle q_{\xi}^{\prime}, \bar{q}_{x}^{\prime}\right\rangle-\left\langle q_{x}^{\prime}, \bar{q}_{\xi}^{\prime}\right\rangle=2 i\{\operatorname{Im} q, \operatorname{Re} q\} \equiv 0
$$

The condition is also equivalent to $[\operatorname{Re} F, \operatorname{Im} F]=0$ since the Hamilton map of the Poisson bracket $\{\operatorname{Im} q, \operatorname{Re} q\}$ is given by $-2[\operatorname{Im} F, \operatorname{Re} F]$, see e.g. [17, Lemma 2]. In this case the singular space reduces to

$$
S=\operatorname{Ker}(\operatorname{Re} F) \cap T^{*} \mathbb{R}^{d}
$$

The following result is an $s$-Gabor wave front set refinement of [19, Corollary 5.3]. Again it implies the latter result via Proposition 4.3. Note that there is no loss of order $s$ as opposed to Corollary 5.6.

Proposition 5.7. Suppose $q$ is a quadratic form on $T^{*} \mathbb{R}^{d}$ defined by a symmetric matrix $Q \in \mathbb{C}^{2 d \times 2 d}$ such that $\operatorname{Re} Q \geqslant 0$. If $F=\mathcal{I} Q$ satisfy $[\operatorname{Re} F, \operatorname{Im} F]=0$ then for $s \in \mathbb{R}$ and $t>0$ we have for $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$

$$
W F_{s}\left(e^{-t q^{w}(x, D)} u\right) \subseteq\left(e^{2 t \operatorname{Im} F}\left(W F_{s}(u) \cap \operatorname{Ker}(\operatorname{Re} F)\right)\right) \cap \operatorname{Ker}(\operatorname{Re} F)
$$

Proof. Let $s \in \mathbb{R}$. As an immediate consequence of Corollary 5.6 we have for $t>0$

$$
W F_{s}\left(e^{-t q^{w}(x, D)} u\right) \subseteq\left(e^{2 t \operatorname{Im} F}\left(W F_{s+8 d+1}(u) \cap \operatorname{Ker}(\operatorname{Re} F)\right)\right) \cap \operatorname{Ker}(\operatorname{Re} F)
$$

Thus it suffices to show

$$
\begin{equation*}
W F_{s}\left(e^{-t q^{w}(x, D)} u\right) \subseteq e^{2 t \operatorname{Im} F} W F_{s}(u), \quad t \geqslant 0 \tag{5.28}
\end{equation*}
$$

The matrix $T=e^{-2 i t F} \in \operatorname{Sp}(d, \mathbb{C})$ is positive by [19, Lemma 4.2], and therefore also $\bar{T}^{-1}=e^{-2 i t \bar{F}} \in \operatorname{Sp}(d, \mathbb{C})$ is positive (cf. [14, p. 446]). The assumption $[\operatorname{Re} F, \operatorname{Im} F]=0$ imply

$$
e^{-2 i t F} e^{-2 i t \bar{F}}=e^{-4 i t \operatorname{Re} F}
$$

and $e^{-4 i t \operatorname{Re} F} \in \operatorname{Sp}(d, \mathbb{C})$ is positive by [14, Proposition 5.9]. Since $t \geqslant 0$ is arbitrary we may conclude that $e^{-2 i t \operatorname{Re} F} \in \operatorname{Sp}(d, \mathbb{C})$ is positive.

From these considerations we also see that $e^{2 i t \bar{F}} \in \operatorname{Sp}(d, \mathbb{C})$ which implies

$$
e^{-2 i t F} e^{2 i t \bar{F}}=e^{-2 i t(F-\bar{F})}=e^{4 t \operatorname{Im} F} \in \mathrm{Sp}(d, \mathbb{C})
$$

Since $e^{4 t \operatorname{Im} F}$ is a real matrix we have $e^{2 t \operatorname{Im} F} \in \operatorname{Sp}(d, \mathbb{R})$, again replacing $t$ by $t / 2$. Since an $\operatorname{Sp}(d, \mathbb{R})$ matrix is trivially positive, we have now showed that both $e^{-2 i t \operatorname{Re} F} \in \operatorname{Sp}(d, \mathbb{C})$ and $e^{2 t \operatorname{Im} F} \in \operatorname{Sp}(d, \mathbb{R})$ are positive.

We have, again from $[\operatorname{Re} F, \operatorname{Im} F]=0$,

$$
e^{-2 i t F}=e^{2 t(\operatorname{Im} F-i \operatorname{Re} F)}=e^{2 t \operatorname{Im} F} e^{-2 t i \operatorname{Re} F}=e^{-2 t i \operatorname{Re} F} e^{2 t \operatorname{Im} F}
$$

By [14, Proposition 5.9 and Theorem 5.12], from the positivity of $e^{-2 i t \operatorname{Re} F} \in$ $\operatorname{Sp}(d, \mathbb{C})$ and $e^{2 t \operatorname{Im} F} \in \operatorname{Sp}(d, \mathbb{R})$ we now obtain

$$
e^{-t q^{w}(x, D)}= \pm e^{-t(\operatorname{Re} q)^{w}(x, D)} e^{-t(i \operatorname{Im} q)^{w}(x, D)}
$$

where the sign ambiguity is related to the corresponding feature of the metaplectic group (see [14, Proposition 5.9]). The term metaplectic semigroup is used in [14] to describe this phenomenon.

To prove (5.28) it suffices therefore by (4.14) to show

$$
\begin{equation*}
W F_{s}\left(e^{-t(\operatorname{Re} q)^{w}(x, D)} u\right) \subseteq W F_{s}(u), \quad u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{5.29}
\end{equation*}
$$

that is, microlocality of the operator $e^{-t(\operatorname{Req} q)^{w}(x, D)}$ with respect to the $s$-Gabor wave front set.

The operator $e^{-t(\operatorname{Re} q)^{w}(x, D)}$ is the solution operator to the initial value problem

$$
\left\{\begin{aligned}
\partial_{t} u(t, x)+(\operatorname{Re} q)^{w}(x, D) u(t, x) & =0 \\
u(0, \cdot) & =u_{0}
\end{aligned}\right.
$$

According to F. Nicola's result [15, Theorem 1.2], for any $t \geqslant 0$ the operator $e^{-t(\operatorname{Re} q)^{w}(x, D)}$ is a pseudodifferential operator with Weyl symbol $a_{t} \in S_{0,0}^{0}$, that is $e^{-t(\operatorname{Re} q)^{w}(x, D)}=a_{t}^{w}(x, D)$. Appealing to Proposition 4.4 we may conclude that the inclusion (5.29) indeed holds. The proof is complete.

## 6. Some particular equations

In this section we look at propagation of the $s$-Gabor wave front set according to Proposition 5.7 in some particular cases of quadratic forms $q$.

Example 6.1. A generalization of (4.16).
Consider the equation

$$
\partial_{t} u(t, x)+\langle x, A x\rangle u(t, x)=0, \quad t \geqslant 0, \quad x \in \mathbb{R}^{d}
$$

where $0 \leqslant A \in \mathbb{R}^{d \times d}$ is symmetric. It is a particular case of the general equation (3.1) where the quadratic form $q(x, \xi)=\langle x, A x\rangle$ is defined by the matrix

$$
Q=\left(\begin{array}{ll}
A & 0 \\
0 & 0
\end{array}\right)
$$

and the Hamilton matrix is

$$
F=\mathcal{I} Q=\left(\begin{array}{rr}
0 & 0 \\
-A & 0
\end{array}\right)
$$

The solution operator is

$$
e^{-t q^{w}(x, D)} u(x)=e^{-t\langle x, A x\rangle} u(x)
$$

Clearly $[\operatorname{Re} F, \operatorname{Im} F]=0$ and $\operatorname{Ker}(\operatorname{Re} F)=\operatorname{Ker} A \times \mathbb{R}^{d}$. Proposition 5.7 yields for $s \in \mathbb{R}$

$$
\begin{equation*}
W F_{s}\left(e^{-t\langle\cdot, A \cdot\rangle} u\right) \subseteq W F_{s}(u) \cap\left(\operatorname{Ker} A \times \mathbb{R}^{d}\right), \quad t>0, \quad u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{6.1}
\end{equation*}
$$

This example gives a generalization of (4.16) as follows. Let $t=1$ and $u=1$. By (6.1) and (4.15)

$$
\begin{equation*}
W F_{s}\left(e^{-\langle\cdot, A \cdot\rangle}\right) \subseteq \operatorname{Ker} A \backslash 0 \times\{0\}, \quad s>0 \tag{6.2}
\end{equation*}
$$

If $A$ is invertible the opposite inclusion is trivial, and it holds also if $A$ is singular by the following argument. Let $x \in \operatorname{Ker} A \backslash 0$ and let $\varphi(y)=e^{-|y|^{2}}$ for $y \in \mathbb{R}^{d}$. The STFT evaluated at $(a x, 0) \in T^{*} \mathbb{R}^{d}$ is then for any $a>0$

$$
\begin{aligned}
V_{\varphi}\left(e^{-\langle\cdot, A \cdot\rangle}\right)(a x, 0) & =\int_{\mathbb{R}^{d}} e^{-\langle y, A y\rangle-|y-a x|^{2}} d y \\
& =\int_{\mathbb{R}^{d}} e^{-\langle a x+y, A(a x+y)\rangle-|y|^{2}} d y \\
& =\int_{\mathbb{R}^{d}} e^{-\langle y, A y\rangle-|y|^{2}} d y
\end{aligned}
$$

which is a positive constant that does not depend on $a>0$. The STFT does therefore not decay like $\langle z\rangle^{-s}$, for $z$ in any open cone in $T^{*} \mathbb{R}^{d}$ containing (ax, 0), for $s>0$. This proves the opposite inclusion to (6.2) so we have

$$
\begin{equation*}
W F_{s}\left(e^{-\langle\cdot, A \cdot\rangle}\right)=\operatorname{Ker} A \backslash 0 \times\{0\}, \quad s>0 \tag{6.3}
\end{equation*}
$$

We also have

$$
W F_{s}\left(e^{-\langle\cdot, A \cdot\rangle}\right)=\emptyset, \quad s \leqslant 0
$$

since

$$
\left|V_{\varphi}\left(e^{-\langle\cdot, A \cdot\rangle}\right)(x, \xi)\right| \lesssim 1, \quad(x, \xi) \in \mathbb{R}^{2 d}, \varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0
$$

Now let $A \in \mathbb{C}^{d \times d}$ be symmetric with $\operatorname{Im} A \geqslant 0$. Considered a multiplication operator we have $e^{i\langle x, \operatorname{Re} A x\rangle / 2}=\mu(\chi)$ where

$$
\chi=\left(\begin{array}{cc}
I & 0 \\
\operatorname{Re} A & I
\end{array}\right) \in \operatorname{Sp}(d, \mathbb{R})
$$

(cf. (2.6)). We obtain from Lemma 4.7 and (6.3)

$$
\begin{aligned}
W F_{s}\left(e^{i\langle\cdot, A \cdot\rangle / 2}\right) & =W F_{s}\left(e^{i\langle\cdot, \operatorname{Re} A \cdot\rangle / 2} e^{-\langle\cdot, \operatorname{Im} A \cdot\rangle / 2}\right) \\
& =\chi W F_{s}\left(e^{-\langle\cdot, \operatorname{Im} A \cdot\rangle / 2}\right) \\
& =\left\{(x, \operatorname{Re} A x+\xi):(x, \xi) \in W F_{s}\left(e^{-\langle\cdot, \operatorname{Im} A \cdot\rangle / 2}\right)\right\} \\
& =\left\{(x, \operatorname{Re} A x): x \in \mathbb{R}^{d} \cap \operatorname{Ker}(\operatorname{Im} A) \backslash 0\right\}, \quad s>0,
\end{aligned}
$$

which is the announced generalization of (4.16). We also obtain

$$
W F_{s}\left(e^{i\langle\cdot, A \cdot\rangle / 2}\right)=\emptyset, \quad s \leqslant 0
$$

Example 6.2. The heat equation

$$
\partial_{t} u(t, x)-\Delta_{x} u(t, x)=0, \quad t \geqslant 0, \quad x \in \mathbb{R}^{d}
$$

is a particular case of the general equation (3.1) where $q(x, \xi)=|\xi|^{2}$ is defined by the matrix

$$
Q=\left(\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right) \in \mathbb{R}^{2 d \times 2 d}
$$

with Hamilton matrix

$$
F=\mathscr{I} Q=\left(\begin{array}{ll}
0 & I \\
0 & 0
\end{array}\right)
$$

Since $[\operatorname{Re} F, \operatorname{Im} F]=0$ and $\operatorname{Ker}(\operatorname{Re} F)=\mathbb{R}^{d} \times\{0\}$ Proposition 5.7 gives for any $s \in \mathbb{R}$

$$
\begin{equation*}
W F_{s}\left(e^{-t q^{w}(x, D)} u\right) \subseteq W F_{s}(u) \cap\left(\mathbb{R}^{d} \times\{0\}\right), \quad t>0, \quad u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{6.4}
\end{equation*}
$$

Therefore, if $s \in \mathbb{R}, u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
W F_{s}(u) \cap\left(\mathbb{R}^{d} \times\{0\}\right)=\emptyset \tag{6.5}
\end{equation*}
$$

then $W F_{s}\left(e^{-t q^{w}(x, D)} u\right)=\emptyset$, that is

$$
\begin{equation*}
\left|V_{\varphi}\left(e^{-t q^{w}(x, D)} u\right)(z)\right| \lesssim\langle z\rangle^{-s}, \quad z \in \mathbb{R}^{2 d}, \quad t>0 \tag{6.6}
\end{equation*}
$$

where $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right) \backslash 0$. The assumption (6.5) means that there exists an open conic set $\Gamma \subseteq T^{*} \mathbb{R}^{d} \backslash 0$ such that

$$
\begin{equation*}
\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\} \subseteq \Gamma, \quad \sup _{z \in \Gamma}\langle z\rangle^{s}\left|V_{\varphi} u(z)\right| \lesssim 1 \tag{6.7}
\end{equation*}
$$

Thus the mild regularity assumption in a conic neighborhood of the phase space directions $\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\}$ on the initial datum (6.7) gives the global (isotropic) phase space conclusion (6.6) on the solution $e^{-t q^{w}(x, D)} u$ for all $t>0$. There is an immediate regularizing effect of the heat propagator provided the initial datum has some regularity in the directions $\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\}$ in phase space.

Note that (cf. (4.15))

$$
\left(\mathbb{R}^{d} \backslash 0\right) \times\{0\}=W F_{s}(1)
$$

for $s>0$. When $s>0$ the assumption (6.5) thus means that $W F_{s}(u)$ is disjoint from the $s$-Gabor wave front set of the function 1, which is an eigenfunction for the heat propagator. If the initial datum is the function 1 , the $s$-Gabor wave front set for the solution remains the same for all $t>0$, and if the initial datum has $s$-Gabor wave front set disjoint from that of the function 1 , then regularization of the solution occurs.

The inclusion (6.4) is a refinement of the corresponding result for the Gabor wave front set, see [19, Eq. (6.6)].
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