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Abstract

We present a simple and intuitive framework for duality of locally compacts groups, which is not based on the Haar measure. This is a map, functorial on a non-degenerate subcategory, on the category of coinvolutive Hopf $C^*$-algebras, and a similar map on the category of coinvolutive Hopf-von Neumann algebras. In the $C^*$-version, this functor sends $C_0(G)$ to $C^*(G)$ and vice versa, for every locally compact group $G$. As opposed to preceding approaches, there is an explicit description of commutative and co-commutative algebras in the range of this map (without assumption of being isomorphic to their bidual): these algebras have the form $C_0(G)$ or $C^*(G)$ respectively, where $G$ is a locally compact group. The von Neumann version of the functor puts into duality, in the group case, the enveloping von Neumann algebras of the algebras above: $C_0(G)^{**}$ and $C^*(G)^{**}$.

1. Introduction

A well-known theorem of L. S. Pontryagin states that a commutative locally compact group $G$ is isomorphic to its second dual group, where the dual group $\hat{G}$ is the set of all unitary characters of $G$, which has a natural group structure.

This symmetry does not appear in the non-commutative case, because the set $\hat{G}$ of irreducible unitary representations of $G$ – the natural analogue of characters – has no reasonable group structure. The problem can be stated, however, in an abstract form as follows.

Let $\mathcal{H}$ be a category. Call a functor $\check{\sim} : \mathcal{H} \to \mathcal{H}$ a duality if $\check{\sim}^2$ is equivalent to the identity functor. Let $\mathcal{LCG}$ and $\mathcal{LCAG}$ be the categories of all (respectively abelian) locally compact groups. On $\mathcal{LCAG}$ we have the Pontryagin duality functor $\hat{}$. The task is to construct a category $\mathcal{H}$ with duality, and a faithful functor $\mathcal{A} : \mathcal{LCG} \to \mathcal{H}$ so that the Pontryagin duality is preserved:
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\( \hat{A}(G) \simeq A(\hat{G}) \) for every \( G \in \mathcal{LCAG} \). This is illustrated by the following diagram:

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{\sim} & \mathcal{H} \\
\uparrow A & & \uparrow A \\
\mathcal{LCG} & \xrightarrow{\sim} & \mathcal{LCG} \\
\end{array}
\]

In this setting, the duality problem has been solved by the theory of Kac algebras (the canonical reference is [5]), a theory later developed to that of locally compact quantum groups (see a recent survey monograph [7]). A conceptual difference between this theory and that of Pontryagin is the distinguished role of the Haar measure (or its generalization called the Haar weight). In the classical theory, the dual group is defined in purely algebraic and topological terms: it is just the group of continuous characters. On the contrary, in the theory of Kac algebras the Haar weight is a part of the definition and is crucial in the construction of the dual object.

There has been a number of duality theorems which did not use the Haar measure explicitly. One alternative is the approach of multiplicative unitaries, developed mainly by S. Baaj and G. Skandalis [1], S. L. Woronowicz, T. Masuda and Y. Nakagami [23], [15], [14]. These results have in common the fact that they are not constructive; formulating sufficient conditions for a duality, they do not present a means of obtaining reflexive objects (except for deriving them from a Haar weight).

Another alternative, very close to the present paper, is the work of E. Kirchberg [11] and its development by J. Kustermans [13] and Ch.-K. Ng [16]. The main idea is to define a dual algebra on the basis of “unitary” corepresentations. In the case when a Haar weight exists, one can show that the second dual algebra is isomorphic to the initial one. It would be very attracting to know that the first dual of any algebra is isomorphic to the third dual: this would give then a means of constructing reflexive algebras from any given ones. But for the moment, there are no such theorems.

In this paper, we propose another functor, close to the functor of Kirchberg, which has the following advantages. First, it is more explicit and accordingly more easy to calculate. Second, one can show that every commutative or cocommutative algebra in the range of our functor comes from a locally compact group and as a consequence is reflexive. This provides ground to a conjecture that the dual of every algebra is reflexive.

The main work is done in the category \( \mathcal{H}_0 \) of coinvolutive Hopf-von Neu-
mann algebras (see definitions in Section 2). In Section 6 we define a map $\hat{\cdot}$ on $\mathcal{H}_0$ and a full subcategory $\mathcal{H}$ of $\mathcal{H}_0$ on which this is a duality functor. The objects of $\mathcal{H}$ are just $M \in \mathcal{H}_0$ such that $M \simeq \hat{M}$; let us call such algebras reflexive.

It is shown (Theorem 6.11) that there is a faithful contravariant functor $A : \mathcal{LCG} \to \mathcal{H}$, such that for an abelian group $G$, we have $\tilde{A}(G) \simeq A(G)$. Explicitly, the functor $A$ is given by $A(G) = C_0(G)'$. This is the enveloping von Neumann algebra of $C_0(G)$, canonically identified with the second dual space. The algebra $\tilde{A}(G)$ is the big group algebra of J. Ernest, $W^*(G) \simeq C^*(G)'$. The explicit consideration of the group case is given in Section 4.

Conversely, every commutative or co-commutative algebra in the range of our map is isomorphic to $C_0(G)'$ or $C^*(G)'$ respectively for some locally compact group $G$ (Theorems 7.4 and 7.6). All theorems of this kind known before assumed stronger properties guaranteeing a certain duality (a Haar weight, a regular representation etc).

In Section 8, we give a $C^*$-algebraic version of this theory: for every coinvolutive $C^*$-bialgebra $A$ (see definition in Section 8), one can define its dual coinvolutive $C^*$-bialgebra $\tilde{A}$, such that $C_0(G) = C^*(G)$ and $C^*(G) = C_0(G)$. Every commutative or co-commutative algebra in the range of this map is isomorphic to $C_0(G)$ or $C^*(G)$ respectively.

Acknowledgements. I am grateful to Prof. M. Enock for pointing me out to the thesis [11] and for sending a copy of it. I thank Prof. E. Kirchberg for clarification of some of his results. I am greatly obliged to the referee who pointed out several gaps and corrected numerous details in the paper.

2. Definitions and notations

Notations 2.1. In general, we allow a von Neumann algebra to be zero, i.e. its unit may equal zero. For a pair of von Neumann algebras $M, N$, we denote by $M \bar{\otimes} N$ their von Neumann tensor product. If $A, B$ are $C^*$-algebras, then $A \tilde{\otimes} B$ denotes their spatial (minimal) tensor product. There should be no reason to confuse this case with the von Neumann algebras case. The dual of a Banach space $X$ is denoted by $X^*$. By $X \hat{\otimes}_{op} Y, X \hat{\otimes} Y$ we denote the (completed) projective operator space tensor product and the Haagerup tensor product of operator spaces $X, Y$ (more details on operator spaces can be found in [4]). If $H, K$ are Hilbert spaces, then $H \otimes K$ is their Hilbert space tensor product, $B(H)$ is the space of bounded linear operators on $H$, and $N(H)$ is the space of trace class (nuclear) operators. Unless otherwise stated, $G$ will denote a locally compact group.
Recall the notion of the $C^*$-enveloping algebra, or the $C^*$-envelope of a Banach $*$-algebra [17, §11.1]:

**Definition 2.2.** Let $A$ be a Banach $*$-algebra, and let $I \subset A$ be the common kernel of all its $*$-representations (this is a two-sided $*$-ideal). $A$ is called *reduced* if $I = \{0\}$. For any $x \in A$, set $\|x\|_* = \sup \{\|\pi(x)\|\} < \infty$, where supremum is taken over all $*$-representations $\pi$ of $A$. It is known that $\|x\|_* \leq \|x\|$ for all $x \in A$. On $A/I$, the quotient seminorm is a norm; the completion of $A/I$ with respect to this norm is called the $C^*$-envelope of $A$ and denoted by $C^*(A)$. The canonical map from $A$ to $C^*(A)$ is injective if and only if $A$ is reduced.

From now on, the term “representation” will always mean “$*$-representation”. To every $C^*$-algebra $A$, one can associate in a canonical way a von Neumann algebra $W^*(A)$, which is called the *enveloping von Neumann algebra of $A$* [3, 12.1.5] and has the following universality property:

**Proposition 2.3.** Let $A$ be a $C^*$-algebra and let $W$ be its von Neumann envelope. Let $\Phi : A \to W$ be the canonical morphism. Then for every representation $\pi : A \to B(H)$ there is unique normal representation $\tilde{\pi} : W \to B(H)$ such that $\tilde{\pi}(\Phi x) = \pi(x)$ for every $x \in A$. Moreover, $\tilde{\pi}(W)$ is the weak closure of $\pi(A)$. We will say that $\tilde{\pi}$ is the lifting of $\pi$ to $W$.

Explicitly, $W^*(A)$ is constructed as the weak closure of the image of $A$ under the universal representation. Moreover, it can be naturally identified with the second dual space of $A$. Therefore we often write just $A^{**}$ instead of $W^*(A)$, having in mind this enveloping algebra structure on $A^{**}$.

A Banach $*$-algebra (strictly speaking, its image) is norm dense in its $C^*$-envelope, and a $C^*$-algebra is ultraweakly dense in its von Neumann envelope. We will also write $W^*(A)$ instead of $W^*(C^*(A))$ if $A$ is a Banach $*$-algebra.

The following definition can be found, e.g., in [5, §1.2]:

**Definition 2.4.** A *coinvolutive Hopf-von Neumann algebra* is a triple $(M, \Delta, \varkappa)$, where $M$ is a von Neumann algebra, $\Delta : M \to M \otimes M$ (comultiplication) is an injective normal unital $*$-homomorphism such that $(\Delta \otimes \text{id})\Delta = (\text{id} \otimes \Delta)\Delta$, and $\varkappa : M \to M$ (coinvolution) is a $*$-antihomomorphism such that $\varkappa^2 = \text{id}$ and $(\varkappa \otimes \varkappa)\Delta = \theta \Delta \varkappa$, where $\theta$ is the flip map: $\theta(a \otimes b) = b \otimes a$.

A morphism of coinvolutive Hopf-von Neumann algebras $M, N$ is a normal $*$-homomorphism $\varphi : M \to N$ such that: $\Delta_N \circ \varphi = (\varphi \otimes \varphi)\Delta_M$ and $\varkappa_N \circ \varphi = \varphi \circ \varkappa_M$. Note that, contrary to [5], we do not require that $\varphi(1) = 1$.

In the theory of operator spaces, there are two most natural notions of an algebra:
Definition 2.5. A \textit{completely contractive Banach algebra} is a Banach algebra $A$ which is an operator space such that the multiplication in $A$ is completely contractive, i.e. is extended to a continuous map $\mu : A \hat{\otimes}_{\text{op}} A \to A$. An \textit{operator algebra} is a Banach algebra $A$ which is an operator space such that the multiplication in $A$ is extended to a continuous map $\mu : A \otimes A \to A$.

On the predual $M_*$ of a coinvolutive Hopf-von Neumann algebra $M$ one can introduce an involution, as usual in the Hopf theory: $\mu^*(a) = \overline{\mu(\kappa(a^*))}$, $\mu \in M_*$, $a \in M$. Then $M_*$ becomes a completely contractive Banach $*$-algebra, but in general not an operator algebra. For example, for the most popular algebra $M = L_\infty(G)$ one has $M_* = L_1(G)$, and this is known not to be an operator algebra.

When we speak of Banach $*$-algebras, we always suppose that the involution is isometric. It is known that the coinvolution $\kappa$ is also always isometric.

2.1. Common group algebras

There is a variety of algebras associated to a locally compact group $G$. We recall them here in order to have the freedom to use the notations below without extra explanations.

The most popular commutative algebras are: $C_0(G)$ – the algebra of continuous functions vanishing at infinity; $C_b(G)$ – the algebra of continuous bounded functions; $L_\infty(G)$ – the algebra of equivalence classes of essentially bounded measurable functions; $A(G)$ – the Fourier algebra, equal to the space of coefficients of the regular representation; $B(G)$ – the Fourier-Stieltjes algebra, equal to the linear span of all continuous positive-definite functions. All these algebras are considered with pointwise multiplication, involution being the complex conjugation.

There is also a large choice of convolution algebras (and their completions): $M(G)$ – the algebra of finite regular complex measures; $L_1(G)$ – the subalgebra (in fact, an ideal) of absolutely continuous measures in $M(G)$; $C^*(G)$ – the full group $C^*$-algebra, equal to the $C^*$-envelope of $L_1(G)$; $C_r^*(G)$ – the reduced group $C^*$-algebra, generated by the regular representation of $L_1(G)$; $\mathcal{L}(G)$ – the group von Neumann algebra, equal to the weak closure of $C_r^*(G)$ in $B(L_2(G))$; $W^*(G)$ – the Ernest algebra, equal to the von Neumann envelope of $C^*(G)$.

In this list, $L_\infty(G)$, $\mathcal{L}(G)$ and $W^*(G) \simeq C^*(G)^{**}$ are well-known to have structures of coinvolutive Hopf-von Neumann algebras. There is also an algebra which is rarely used but is important in the sequel: $C_0(G)^{**} = W^*(C_0(G))$, the enveloping von Neumann algebra of $C_0(G)$. Since it can be identified with the second dual of $C_0(G)$, it is the dual space of $M(G) = C_0(G)^*$. 
Instead of proving explicitly that \( M(G)^* \) has a structure of a coinvolutive Hopf-von Neumann algebra, we can apply the known theory [5, §1.6] to \( M = \mathcal{L}(G) \): its predual is \( M_* = A(G) \), which has the \( C^* \)-envelope equal to \( C_0(G) \) – see a proof a few lines below – and then \( W^*(M_*) = C_0(G)^{**} \), as proved in [5], has a structure of a coinvolutive Hopf-von Neumann algebra (agreeing with the structure of \( C_0(G) \)).

For future references it is convenient to formulate the following proposition, certainly known.

**Proposition 2.6.** \( C^*(A(G)) = C_0(G) \).

**Proof.** It is known that \( A(G) \) is contained and dense in \( C_0(G) \). The irreducible representations of \( A(G) \) are just characters; it is known that every (nonzero) character of \( A(G) \) has form \( f \mapsto f(t) \), \( f \in A(G) \), for some \( t \in G \). It follows that \( \| f \|_\ast = \sup_{t \in G} |f(t)| = \| f \|_\infty \) for every \( f \in A(G) \). One can see that \( \| \cdot \|_\ast \) is a norm (not just a seminorm), so that \( C^*(A(G)) \) is the completion of \( A(G) \) with respect to \( \| \cdot \|_\ast \). Now it is clear that \( C^*(A(G)) \) is just the closure of \( A(G) \) in \( C_0(G) \), and the statement follows.

2.2. Multiplier algebras

For a \( C^* \)-algebra \( A \), let \( M(A) \) denote the \( C^* \)-algebra of its two-sided multipliers [18, §3.12]. It can be identified with a unital norm closed subalgebra in \( W^*(A) \).

A homomorphism \( \varphi : A \to M(B) \) is called non-degenerate if for an approximate identity \( e_\alpha \) of \( A \), \( \varphi(e_\alpha) \) converges to 1 in the strict topology of \( M(B) \) (as operators on \( B \)). Every homomorphism \( \varphi : A \to M(B) \) has a unique extension to a \( (A^*, B^*) \)-weakly continuous homomorphism \( \tilde{\varphi} : M(A) \to M(B) \). If \( \varphi \) is non-degenerate, \( \tilde{\varphi} \) is unital. This applies to anti-homomorphisms as well.

For \( A = C_0(G) \), \( M(A) \) is the algebra \( C_b(G) \) of bounded continuous functions on \( G \). As a particular case of the discussion above, \( C_b(G) \) is a \( * \)-subalgebra in \( M(G)^* \), with the natural pairing \( f(\mu) = \int f \, d\mu \), \( f \in C_b(G) \), \( \mu \in M(G) \).

3. Representations with generator

Let \( M \) be a coinvolutive Hopf-von Neumann algebra, \( M_* \) its predual. Fix a Hilbert space \( H \) such that \( M \subset B(H) \). For \( x, y \in H \) denote by \( \mu_{xy} \in M_* \) the functional \( \mu_{xy}(a) = (ax, y) \), \( a \in M \). Since \( M_* \) is a quotient space of \( N(H) \), for every \( \mu \in M_* \) there is a representation \( \mu = \sum \mu_{x_n, y_n} \) with \( x_n, y_n \in H \) such that \( \sum \| x_n \| \| y_n \| < \infty \). Moreover, \( \| \mu \| = \inf \sum \| x_n \| \| y_n \| \), where the infimum is taken over all such decompositions.

For another Hilbert space \( K \), there is a natural isomorphism of operator spaces [4, 7.2.4] \( (M_* \otimes_{op} N(K))^* \simeq M \otimes B(K) \). In particular, every \( U \in M \otimes B(H) \) can be viewed as a bilinear functional on \( M_* \times N(H) \).
From the other side, $M \tilde{\otimes} B(K) \subset B(H \otimes K)$. We will use explicit coordinate form of this algebra. For $x, y \in K$, denote by $\omega_{xy}$ the functional $\omega_{xy}(b) = \langle bx, y \rangle$, $b \in B(K)$. For $a \in M$, $b \in B(K)$ we have with any $x, y \in H, x', y' \in K$:

\[(a \otimes b)(\mu_{xy}, \omega_{x'y'}) = \mu_{xy}(a)\omega_{x'y'}(b) = \langle ax, y \rangle \langle bx', y' \rangle = \langle (a \otimes b)(x \otimes x'), y \otimes y' \rangle.
\]

By continuity it follows that any $U \in M \tilde{\otimes} B(K) \subset B(H \otimes K)$ acts as

\[(1)\quad U(\mu_{xy}, \omega_{x'y'}) = \langle U(x \otimes x'), y \otimes y' \rangle.
\]

**Definition 3.1.** Let $\pi$ be a representation of $M_*$ on a Hilbert space $K$. An operator $U \in M \tilde{\otimes} B(K)$ is called a generator of $\pi$ if

\[(2)\quad U(\mu, \omega) = \omega(\pi(\mu))
\]

for every $\mu \in M_*, \omega \in N(K)$.

The original definition of a generator of a representation, where $U$ is supposed to be a partial isometry, is given in [5, §1.5].

In fact, as shows the proposition below, the representations with generator are nothing else but completely bounded representations, as defined in the operator space theory [4]. In [11], the term “bounded” was used instead. When we speak of $M_*$ as an operator space, we always suppose the predual structure on it, that is the quotient structure in the corresponding $B(H)_*$ factored by $M\perp$ (see [4, 4.2.2]).

**Proposition 3.2.** Let $\pi$ be a representation of $M_*$ on a Hilbert space $K$. Then $\pi$ is completely bounded if and only if there exists $U \in M \tilde{\otimes} B(K) = (M_\ast \hat{\otimes}_{op} N(K))^\ast$ such that $U(\mu, \omega) = \omega(\pi(\mu))$ for every $\mu \in M_*, \omega \in N(K)$. In this case $\|U\| = \|\pi\|_{cb}$.

**Proof.** There is [4, 7.1.5] a natural isometric isomorphism $\lambda$ of the spaces $CB(M_*, B(K))$ and $M \tilde{\otimes} B(K)$, given by $\omega(\lambda(U)(\mu)) = U(\mu, \omega)$ for $U \in M \tilde{\otimes} B(K)$ and $\mu \in M_*, \omega \in N(K)$. If $\pi \in CB(M_*, B(K))$, there is $U \in M \tilde{\otimes} B(K)$ such that $\pi = \lambda(U)$, and vice versa. By definition of $\lambda$, this means exactly that $U(\mu, \omega) = \omega(\pi(\mu))$, and in this case $\|\pi\|_{cb} = \|U\|$.

If $\pi$ is a representation of $M_*$ on a Hilbert space $K$ with a basis $(f_\alpha)$, denote by $\pi_{\alpha\beta} \in M$ the linear functional on $M_*$ defined by $\pi_{\alpha\beta}(\mu) = \langle \pi(\mu) f_\beta, f_\alpha \rangle$, $\mu \in M_*; \alpha, \beta$; in other words, $\pi_{\alpha\beta}(\mu) = \omega_{f_\beta, f_\alpha}(\pi(\mu))$.

We give next a temporary definition of a standard representation (this term is justified by Theorem 4.2 below). In the Theorem 3.6 it is proved that a
standard representation is in fact a non-degenerate representation with a unitary generator. There is another term for the same object: a unitary representation, and below we will switch to this latter term.

**Definition 3.3.** Call a representation \( \pi \) of \( M^\ast \) on a Hilbert space \( K \) standard if in some basis of \( K \),

\[
\sum_\gamma \pi^*_\gamma \cdot \pi_\gamma = \sum_\gamma \pi_{\alpha\gamma} \cdot \pi^*_{\beta\gamma} = \begin{cases} 1, & \alpha = \beta \\ 0, & \alpha \neq \beta \end{cases}
\]

for every \( \alpha, \beta \), the series converging absolutely in the \( M^\ast \)-weak topology of \( M \).

From the Theorem 3.6 below it will follow that this definition does not depend, in fact, on the choice of a basis. This implies also that a standard representation is automatically non-degenerate.

**Lemma 3.4.** Let \( M \) act on a Hilbert space \( H \) with a basis \( (e_\alpha) \). Then for every \( x, y \in H \) and every \( a, b \in M \),

\[
(ab)(\mu x y) = \sum_\alpha \mu e_\alpha (a) \mu x e_\alpha (b),
\]

the series converging absolutely.

**Proof.** This is an immediate calculation:

\[
(ab)(\mu x y) = \langle abx, y \rangle = \langle bx, a^* y \rangle = \sum_\alpha \langle bx, e_\alpha \rangle \langle e_\alpha, a^* y \rangle = \sum_\alpha \langle bx, e_\alpha \rangle \langle ae_\alpha, y \rangle = \sum_\alpha \mu e_\alpha (a) \mu x e_\alpha (b).
\]

**Lemma 3.5.** Let \( M \subset B(H) \), and let \( \pi : M^\ast \to B(K) \) be a representation of \( M^\ast \). Let \( U \in M \hat{\otimes} B(K) \) be such that \( U(\mu, \omega) = \omega(\pi(\mu)) \) for every \( \mu \in M^\ast \), \( \omega \in N(K) \). Let \( (e_\alpha) \), \( (f_\xi) \) be bases in \( H \) and \( K \) respectively. Then for any \( x, y \in H \)

\[
\langle U(x \otimes f_\alpha), U(y \otimes f_\beta) \rangle = \sum_\eta \langle \pi^*_{\eta\beta} \pi_{\eta\alpha} \rangle (\mu x, y),
\]

\[
\langle U^*(x \otimes f_\alpha), U^*(y \otimes f_\beta) \rangle = \sum_\eta \langle \pi_{\beta\eta} \pi_{\alpha\eta}^* \rangle (\mu x, y),
\]

the series converging absolutely.
PROOF. With (1), $U$ satisfies for every $x, y \in H$ and every $\alpha, \beta$:

\[(4) \quad \langle U(x \otimes f_\alpha), (y \otimes f_\beta) \rangle = U(\mu_{x,y}, \omega_{f_\alpha,f_\beta}) = \omega_{f_\alpha,f_\beta}(\pi_{x,y}) \]
\[= \pi_{\beta\alpha}(\mu_{x,y}), \]
\[\langle U^*(x \otimes f_\alpha), (y \otimes f_\beta) \rangle = \overline{\langle U(y \otimes f_\beta), x \otimes f_\alpha \rangle} = \pi_{\alpha\beta}(\mu_{y,x}). \]

Decomposing the scalar product, we get the following absolutely converging series:

\[(5) \quad \langle U(x \otimes f_\alpha), U(y \otimes f_\beta) \rangle \]
\[= \sum_{\xi, \eta} \langle U(x \otimes f_\alpha), e_\xi \otimes f_\eta \rangle \langle e_\xi \otimes f_\eta, U(y \otimes f_\beta) \rangle \]
\[= \sum_{\xi, \eta} \pi_{\eta\alpha}(\mu_{x,e_\xi}) \pi_{\eta\beta}(\mu_{y,e_\xi}). \]

After a simple transform:

\[\pi_{\eta\beta}(\mu_{y,e_\xi}) = \langle \pi_{\eta\beta} y, e_\xi \rangle = \langle \pi_{\eta\beta}^* e_\xi, y \rangle = \pi_{\eta\beta}^*(\mu_{e_\xi,y}), \]

we get:

\[\langle U(x \otimes f_\alpha), U(y \otimes f_\beta) \rangle = \sum_{\xi, \eta} \pi_{\eta\alpha}(\mu_{x,e_\xi}) \pi_{\eta\beta}^*(\mu_{e_\xi,y}). \]

With the Lemma 3.4 this gives

\[\langle U(x \otimes f_\alpha), U(y \otimes f_\beta) \rangle = \sum_{\xi} \pi_{\eta\alpha}(\mu_{x,e_\xi}) \pi_{\eta\beta}^*(\mu_{e_\xi,y}). \]

For $U^*$, we have similarly:

\[\langle U^*(x \otimes f_\alpha), U^*(y \otimes f_\beta) \rangle = \sum_{\xi, \eta} \pi_{\eta\alpha}(\mu_{e_\xi,x}) \pi_{\beta\eta}(\mu_{e_\xi,y}) \]
\[= \sum_{\xi, \eta} \pi_{\alpha\eta}(\mu_{x,e_\xi}) \pi_{\beta\eta}(\mu_{e_\xi,y}) \]
\[= \sum_{\eta} \pi_{\beta\eta} \pi_{\alpha\eta}^*(\mu_{x,y}). \]

**Theorem 3.6.** A non-degenerate representation of $M_a$ has a unitary generator if and only if it is standard.
Proof. Let $M \subset B(H)$, and let $\pi : M_* \to B(K)$ be a representation. Choose bases $(e_\alpha)$, $(f_\beta)$ in the spaces $H$, $K$ respectively.

Suppose that a generator $U$ exists and is unitary. We have then for every $x, y \in H$ and every $\alpha, \beta$, by Lemma 3.5:

$$\langle x, y \rangle_{\delta_{\alpha\beta}} = \langle x \otimes f_\alpha, y \otimes f_\beta \rangle = \langle U(x \otimes f_\alpha), U(y \otimes f_\beta) \rangle = \sum_{\eta} (\pi_{\eta\beta}^* \pi_{\eta\alpha})(\mu_{x,y}).$$

Since $\langle x, y \rangle = \mu_{x,y}(1)$, we get the first equality in (3) for $\mu = \mu_{x,y}$. The decomposition into an absolutely converging series $\mu = \sum \mu_{x_n,y_n}$ implies that it is valid also for every $\mu \in M_*$. The adjoint operator $U^*$ is unitary as well, and we get:

$$\langle x, y \rangle_{\delta_{\alpha\beta}} = \langle U^*(x \otimes f_\alpha), U^*(y \otimes f_\beta) \rangle = \sum_{\eta} \pi_{\beta\eta}^* \pi_{\alpha\eta}^*(\mu_{x,y})$$

what implies the second equality in (3), so that $\pi$ is standard.

Conversely, let $\pi$ be standard. Then we can take (4) as a definition of $U(x \otimes f_\alpha)$, and reversing the calculations above, we see that

$$\langle U(x \otimes f_\alpha), U(y \otimes f_\beta) \rangle = \langle x, y \rangle_{\delta_{\alpha\beta}}.$$

Extending $U$ by linearity to finite linear combinations $x = \sum x_\alpha \otimes f_\beta$, we have:

$$\|Ux\|^2 = \langle Ux, Ux \rangle = \sum_{\alpha,\beta,\gamma,\zeta} \langle U(x_\alpha \otimes f_\beta), U(x_\gamma \otimes f_\zeta) \rangle = \sum_{\alpha,\beta,\gamma,\zeta} \langle x_\alpha \otimes f_\beta, x_\gamma \otimes f_\zeta \rangle = \|x\|^2.$$

Thus, $U$ is isometric and then extends to an isometry on $H \otimes K$. Further, $U$ has an adjoint operator $U^*$ satisfying (4); again, $\pi$ being standard implies that $U^*$ is isometric, so $U$ is onto and as a consequence unitary.

Now we must show that $U$ satisfies (2). By definition, we have (2) for $\mu = \mu_{xy}$ and $\omega = \omega_{f_\alpha,f_\beta}$. Since both parts in

$$\langle U(x \otimes x'), (y \otimes y') \rangle = \omega_{x',y'}(\pi(\mu_{x,y}))$$

depend linearly and jointly continuously on $x'$, $y' \in K$, we have this equality for all $x'$, $y'$, i.e. (2) holds for $\mu = \mu_{xy}$ and $\omega = \omega_{x',y'}$. Finally, the decomposition $\mu = \sum \mu_{x_n,y_n}$, $\omega = \sum \omega_{x_n,y_n}$ into absolutely converging series implies (2) for all $\mu \in M_*$, $\omega \in N(H)$.

Now it remains to show that $U \in M \hat{\otimes} B(H)$, not just $U \in B(H \otimes K)$. This follows from the bicommutant theorem; we need to show that $U$ commutes
with \((M \otimes B(H))' = M' \otimes \mathbb{C}[9, 11.2.16]\). Let \(\varphi \in M'\). Then for every \(x, y \in H\) and every \(a \in M\) we have 
\[
\mu_{\varphi x, y}(a) = \langle a\varphi x, y \rangle = \langle \varphi ax, y \rangle = \langle ax, \varphi^* y \rangle = \mu_{x, \varphi^* y},
\]
so that \(\mu_{\varphi x, y} = \mu_{x, \varphi^* y}\). Then
\[
(U(\varphi \otimes id)(x \otimes x'), y \otimes y') = \langle U(\varphi x \otimes x'), y \otimes y' \rangle = \omega_{x', y'}(\pi(\mu_{\varphi x, y})) = \omega_{x', y'}(\pi(\mu_{x, \varphi^* y}))
\]
\[
= \langle U(x \otimes x'), \varphi^* y \otimes y' \rangle = \langle (\varphi \otimes id)U(x \otimes x'), y \otimes y' \rangle,
\]
so that \(U\) commutes with \(\varphi \otimes id\), and the theorem is proved.

A finite-dimensional version of this theorem was known long ago [5, Proposition 1.5.7].

From now on, we will use a known term unitary representation instead of standard. We see that the property of being unitary does not depend on the particular choice of a basis.

**Corollary 3.7.** Every unitary representation \(\pi\) of \(M_\ast\) is completely contractive.

**Proof.** By Theorem 3.6, \(\pi\) has a unitary generator; by Proposition 3.2 \(\|\pi\|_{cb} = \|U\| = 1\).

From [5, 3.1.4] it follows:

**Corollary 3.8.** If \(M\) is a Kac algebra, every non-degenerate representation of \(M_\ast\) is unitary.

### 4. Representations of the measure algebra

In this section we prove (Theorem 4.4) that if an irreducible representation of \(M(G)\) is unitary, then it comes from a continuous representation of \(G\), and vice versa. Thus, in the case of the measure algebra, the class of unitary representations is exactly the class of representations commonly used in harmonic analysis.

The central Theorem 4.4 in the abelian case reduces to a known theorem of M. Walter [22]: a character (thus, an irreducible representation) of \(B(G)\) is unitary, in the definition above, if and only if it is the evaluation at a point of \(G\). Recall that if \(G\) is abelian, then \(B(G) \simeq M(\hat{G})\). In general, Theorem 4.4 is a dual analogue of the Walter’s theorem.

In principle, the results of this section are consequences of [11]. But we find it highly instructive to present here new proofs, based on the representation theory. This gives a clear intuitive understanding of the whole picture.
Proposition 4.1. Let $\pi$ be an irreducible representation of $M(G)$. Then either $\pi|_{L_1(G)} \equiv 0$, or $\pi$ is generated by a continuous unitary representation $\tilde{\pi}$ of $G$ by the classical integral formula:

\[ (6) \quad \pi(\mu) = \int_G \tilde{\pi}(t) \, d\mu(t), \]

for every $\mu \in M(G)$.

Proof. $L_1(G)$ is an ideal in $M(G)$, so the closed subspace $H_1$ generated by $\pi(f)H$, $f \in L_1(G)$, is invariant under $\pi$. Thus either $H_1 = \{0\}$ or $H_1 = H$. In the first case $\pi|_{L_1(G)} \equiv 0$. In the second case we have a non-degenerate representation of $L_1(G)$, and one shows, as usual [3, 13.3], that there is a continuous representation $\tilde{\pi}$ of $G$ such that (6) holds for all $\mu \in L_1(G)$.

It is known that a representation of a $\ast$-algebra is uniquely extended from a $\ast$-ideal on which it is non-degenerate [17, 11.1.12], so (6) holds for all $\mu \in M(G)$ as well.

Theorem 4.2. Let $\tilde{\pi}$ be a continuous unitary representation of $G$ on a Hilbert space $H$, and let $\pi$ be the corresponding representation of $M(G)$. Then $\pi$ is unitary.

Proof. Let $(e_\alpha)_{\alpha \in A}$ be a basis of $H$ and let $\pi_{\alpha\beta}(\mu) = \langle \pi(\mu)e_\beta, e_\alpha \rangle$. If $\mu = \delta_t$ is the probability measure in $G$ concentrated at a point $t$, we will also write $\pi_{\alpha\beta}(t) := \pi_{\alpha\beta}(\delta_t)$. Then $\pi_{\alpha\beta}$ may be considered as a continuous function on $G$.

To prove that $\pi$ is unitary, we need to show that for every $\mu \in M(G)$,

\[ (7) \quad \delta_{\alpha\beta} \int_G 1 \, d\mu = \sum_\gamma \int_G \pi_{\gamma\alpha}(t) \overline{\pi_{\gamma\beta}(t)} \, d\mu \]

(since for continuous functions, the usual multiplication and conjugation coincide with those in $M(G)\ast$). This corresponds to the first series in (3), interchanging $\alpha$ and $\beta$. The second series is reduced to the first one in the following way. One checks that $\pi_{\alpha\gamma}(t) = \overline{\pi_{\gamma\alpha}(t^{-1})} = \pi_{\gamma\alpha}^*(t^{-1})$. For $\mu \in M(G)$, let $\tilde{\mu} \in M(G)$ be defined by $\int f(t^{-1}) \, d\mu(t) = \int f(t) \, d\tilde{\mu}(t)$. Then we have $\pi_{\alpha\gamma}(\mu) = \pi_{\gamma\alpha}^*(\tilde{\mu})$. Once (7) is proved, we will have then

\[ \sum_\gamma \int_G \pi_{\alpha\gamma} \pi_{\beta\gamma}^* \, d\mu = \sum_\gamma \int_G \pi_{\gamma\alpha}^* \pi_{\gamma\beta} \, d\tilde{\mu} = \delta_{\alpha\beta} \int 1 \, d\tilde{\mu} = \delta_{\alpha\beta} d\mu. \]

The equality (7) is sufficient to prove for a positive measure $\mu$. For every
\( t \in G \), using the Kronecker symbol \( \delta_{\alpha\beta} \), we have:

\[
\delta_{\alpha\beta} = \langle e_{\alpha}, e_{\beta} \rangle = \langle \pi(t) e_{\alpha}, \pi(t) e_{\beta} \rangle = \sum_{\gamma} \langle \pi(t) e_{\gamma}, \pi(t) e_{\beta} \rangle = \sum_{\gamma} \pi_{\gamma\alpha}(t) \pi_{\gamma\beta}(t) = \sum_{\gamma} (\pi_{\gamma\beta}^* \pi_{\gamma\alpha})(\delta_t).
\]

Thus, pointwise (on \( \delta_t \)) we always have the equality (7). To prove that (7) holds for any Radon measure (which we may assume to be positive), we need to use in further reasoning the continuity of \( \pi \).

Denote

\[
f_{\alpha\beta}(t) = \sum_{\gamma} |\pi_{\gamma\alpha}(t)\pi_{\gamma\beta}(t)|.
\]

This series converges, since

\[
f_{\alpha\beta}(t) = \sum_{\gamma} |\langle \pi(t) e_{\alpha}, e_{\gamma} \rangle| |\langle e_{\gamma}, \pi(t) e_{\beta} \rangle| \\
\leq \left( \sum_{\gamma} |\langle \pi(t) e_{\alpha}, e_{\gamma} \rangle|^2 \right)^{1/2} \left( \sum_{\zeta} |\langle e_{\zeta}, \pi(t) e_{\beta} \rangle|^2 \right)^{1/2} \\
= \|\pi(t) e_{\alpha}\| \|\pi(t) e_{\beta}\| = 1.
\]

If \( \alpha = \beta \), then \( f_{\alpha\alpha} = 1 \). Let us show that \( f_{\alpha\beta} \) is a continuous function, whatever are \( \alpha \) and \( \beta \). For \( s, t \in G \),

\[
|f_{\alpha\beta}(t) - f_{\alpha\beta}(s)| \\
= \sum_{\gamma} \left( |\pi_{\gamma\alpha}(t)\pi_{\gamma\beta}(t)| - |\pi_{\gamma\alpha}(s)\pi_{\gamma\beta}(s)| \right) \\
= \sum_{\gamma} \left( |\pi_{\gamma\alpha}(t)\pi_{\gamma\beta}(t)| - |\pi_{\gamma\alpha}(t)\pi_{\gamma\beta}(s)| + |\pi_{\gamma\alpha}(t)\pi_{\gamma\beta}(s)| - |\pi_{\gamma\alpha}(s)\pi_{\gamma\beta}(s)| \right) \\
\leq \sum_{\gamma} \left( |\pi_{\gamma\alpha}(t)| \cdot |\pi_{\gamma\beta}(t) - \pi_{\gamma\beta}(s)| + |\pi_{\gamma\beta}(s)| \cdot |\pi_{\gamma\alpha}(t) - \pi_{\gamma\alpha}(s)| \right) \\
\leq \left( \sum_{\zeta} |\pi_{\zeta\alpha}(t)|^2 \sum_{\gamma} |\pi_{\gamma\beta}(t) - \pi_{\gamma\beta}(s)|^2 \right)^{1/2} \\
+ \left( \sum_{\zeta} |\pi_{\zeta\beta}(s)|^2 \sum_{\gamma} |\pi_{\gamma\alpha}(t) - \pi_{\gamma\alpha}(s)|^2 \right)^{1/2}
\]
a duality of locally compact groups

\begin{align*}
= & \left( \sum_\zeta |\langle \tilde{\pi}(t)e_\alpha, e_\zeta \rangle|^2 \sum_\gamma |\langle \tilde{\pi}(t)e_\beta, e_\gamma \rangle - \langle \tilde{\pi}(s)e_\beta, e_\gamma \rangle|^2 \right)^{1/2} \\
+ & \left( \sum_\zeta |\langle \tilde{\pi}(s)e_\beta, e_\zeta \rangle|^2 \cdot \sum_\gamma |\langle \tilde{\pi}(t)e_\alpha, e_\gamma \rangle - \langle \tilde{\pi}(s)e_\alpha, e_\gamma \rangle|^2 \right)^{1/2} \\
= & \|\tilde{\pi}(t)e_\alpha\|\|\tilde{\pi}(t)e_\beta - \tilde{\pi}(s)e_\beta\| + \|\tilde{\pi}(s)e_\beta\| \cdot \|\tilde{\pi}(t)e_\alpha - \tilde{\pi}(s)e_\alpha\| \\
= & \|\tilde{\pi}(t)e_\beta - \tilde{\pi}(s)e_\beta\| + \|\tilde{\pi}(t)e_\alpha - \tilde{\pi}(s)e_\alpha\|.
\end{align*}

As \( s \to t \), this tends to zero since \( \tilde{\pi} \) is continuous in the strong-operator topology (as every continuous unitary representation). Thus, the series (9) of positive continuous functions converges to a continuous function; by Dini’s theorem, it converges uniformly on every compact subset of \( G \).

We can assume that \( \mu(G) = 1 \). For every \( \varepsilon > 0 \), there is a compact set \( F \subset G \) such that \( \mu(G \setminus F) < \varepsilon \) [8, 14.1]. Now on \( F \), the series converges absolutely and uniformly to a constant function \( \delta_{a\beta} \) (see (8)), so we immediately get (7).

**Proposition 4.3.** The annihilator of \( L_1(G) \) is a two-sided ideal in \( M(G)^* \).

**Proof.** Denote \( M = M(G)^* = C_0(G)^{**} \). This space can be viewed as the enveloping von Neumann algebra of \( C_0(G) \). By the corresponding universality property, every representation \( \rho \) of \( C_0(G) \) is extended to a normal representation \( \tilde{\rho} \) of \( M \), so that \( \tilde{\rho}(M) \) is the von Neumann algebra generated by \( \rho(C_0(G)) \). Let \( \rho \) be the action on \( L_2(G) \) by pointwise multiplication. Then \( \tilde{\rho}(M) = L_\infty(G) \).

From the other side, consider \( L_1(G) \) as a closed subspace of \( M(G) \), and let \( Z = L_1(G)^\perp \) be the annihilator of \( L_1(G) \) in \( M \). Then \( L_1(G)^* = M/Z \). This space is also isomorphic to \( L_\infty(G) \), so we get the quotient map \( q : M \to L_\infty(G) \). Then \( \tilde{\rho}, q \) are both weakly continuous and identical on \( C_0(G) \); since \( C_0(G) \) is weakly dense in \( M \), it follows that \( \tilde{\rho} = q \). Thus, \( \ker \tilde{\rho} = \ker q = L_1(G)^\perp \), so this is a two-sided ideal in \( M \).

**Theorem 4.4.** An irreducible representation \( \pi \) of \( M(G) \) is unitary if and only if it is generated by a continuous representation \( \tilde{\pi} \) of \( G \) by the integral formula (6).

**Proof.** With Theorem 4.2, we need to prove one implication only. Let the restriction of \( \pi \) to \( G \) be discontinuous. Then, by Proposition 4.1, \( \pi|_{L_1(G)} \equiv 0 \). By Proposition 4.3, then \( (\pi^*_{\gamma\alpha}\pi_{\gamma\beta})|_{L_1(G)} \equiv 0 \) for every \( \alpha, \beta, \gamma \); thus

\[ \sum_\gamma (\pi^*_{\gamma\alpha}\pi_{\gamma\beta})(f) = 0 \]

for any \( f \in L_1(G) \). This is different from \( f(1) = \int f \) if \( \int f \neq 0 \), so \( \pi \) is not unitary.
Proposition 4.5. Every representation of $M(G)$ is completely bounded.

Proof. We always consider $M(G)$ with the operator space structure as the dual of $C_0(G)$, or, what is the same, as the predual of $C_0(G)^{**}$. Since $C_0(G)$ is a commutative $C^*$-algebra, its natural operator structure is the minimal one. Then on $M(G)$ we have the maximal operator space structure. And in this case, every bounded linear operator on $M(G)$ is completely bounded.

5. The absolutely continuous ideal

Definition 5.1. Representations of $M_*$ which are not unitary we will call non-unitary. Let $M_*^\times \subset M_*$ be the common kernel of all irreducible non-unitary representations. If there are none, let $M_*^\times = M_*$. This is a two-sided $*$-ideal in $M_*$, which is called the absolutely continuous ideal of $M_*$. With the structure inherited from $M_*$, $M_*^\times$ is a Banach $*$-algebra and an operator space.

Remark 5.2. Every non-degenerate representation of $M_*^\times$ extends uniquely to $M_* [17, 11.1.12]$. It is easy to show that $M_*$ is mapped into the weak closure of the image of $M_*^\times$, i.e. to the von Neumann algebra generated by $M_*^\times$. Conversely, if $\varphi_1, \varphi_2 : M_* \to N$ are two $*$-homomorphisms to a von Neumann algebra $N$ which agree on $M_*^\times$ and are such that $\varphi_i(M_*)$ is contained in the weak closure of $\varphi_i(M_*^\times)$ for $i = 1, 2$, then $\varphi_1 = \varphi_2$.

In the case when $M_* = M(G)$, the algebra $M_*^\times$ has been studied by J. Taylor under the notation $L^{1/2}(G)$ [20]. He has proved that $L^{1/2}(G) \neq L_1(G)$ if $G$ is non-discrete. However, $L^{1/2}(G)$ and $L_1(G)$ have the same $*$-representations, what motivates our term: this ideal is a means of ‘recovering’ the absolutely continuous measures without knowing the Haar measure.

The main property of $M_*^\times$ is that every representation which is non-degenerate on it must be unitary. For the duality construction we need more: that unitary representations do not vanish on it. To guarantee this, we exclude all degenerate cases by the following definition:

Definition 5.3. Let $I^0$ be the weakly closed ideal in $M$ generated by $(M_*^\times)^\perp$, that is by the annihilator of $M_*^\times$. Set $M_*^0 = M_*^\times$ if $I^0 \neq M$ and $M_*^0 = \{0\}$ otherwise.

Proposition 5.4. If $M_*^0 \neq \{0\}$ then every unitary representation of $M_*$ is non-degenerate on $M_*^0$.

Proof. Let $\pi : M \to B(H)$ be a unitary representation of $M_*$. First, it is nonzero on $M_*^0$; otherwise we would have $\pi_{a\beta} \in I^0$ for all its coefficients, and by (3) this would imply $1 \in I^0$, what is not true by assumption.
Next suppose that \( \pi \) is degenerate on \( M^0 \). Let \( L \subset H \) be the null subspace of \( \pi(M^0) \). Then \( L \) is \( \pi \)-invariant, and \( \pi|_L \) is also unitary \([5, 1.5.4(ii)]\) and vanishes on \( M^0 \), what is impossible.

The main property of the ideal \( M^0 \) is presented in the next theorem. Recall that every (completely bounded) irreducible representation which does not vanish on \( M^0 \) is unitary by definition.

**Theorem 5.5.** Every completely bounded representation of \( M_\ast \) which is nondegenerate on \( M^0 \) is unitary.

**Proof.** By Proposition 3.2, there exists \( U \in M \bar{\otimes} B(H) \) such that \( U(\mu, \omega) = \omega(\pi(\mu)) \), and all we need is to prove that \( U \) is unitary.

Let \( M \) be realized on a Hilbert space \( K \). We will need several times the following representation. Fix \( x \in K, \xi \in H \) and bases \((e_\alpha) \subset K, (f_\beta) \subset H\).

Then

\[
\langle U(x \otimes \xi), e_\alpha \otimes f_\beta \rangle = \langle \pi(\mu_{xe_\alpha}) \xi, f_\beta \rangle,
\]

so that

\[
U(x \otimes \xi) = \sum_{\alpha, \beta} \langle U(x \otimes \xi), e_\alpha \otimes f_\beta \rangle e_\alpha \otimes f_\beta
\]

\[
= \sum_{\alpha, \beta} \langle \pi(\mu_{xe_\alpha}) \xi, f_\beta \rangle e_\alpha \otimes f_\beta
\]

\[
= \sum_{\alpha} e_\alpha \otimes \left( \sum_{\beta} \langle \pi(\mu_{xe_\alpha}) \xi, f_\beta \rangle f_\beta \right)
\]

\[
= \sum_{\alpha} e_\alpha \otimes \pi(\mu_{xe_\alpha}) \xi
\]

(convergence is everywhere in the Hilbert space norm).

For subspaces \( E, F \subset K \), let \( M_{E,F} \subset M_\ast \) denote the closed subalgebra generated by \( \mu_{xy} \) with \( x \in E, y \in F \). Denote also \( M^0_{E,F} = M_{E,F} \cap M^0 \). These subalgebras are not supposed to be self-adjoint. By \( \langle M_{E,F} \rangle^*, \langle M^0_{E,F} \rangle^* \) we denote the closed \( * \)-subalgebras generated by \( M_{E,F} \) and \( M^0_{E,F} \) respectively.

We can suppose that \( M \) is realized in its standard form. Then \([5, 1.2.8]\) the involution on \( M_\ast \) is given by \( \mu_{xy}^* = \mu_{Jx,Jy} \), with an antilinear bijective isometry \( J : K \to K \). For \( J \)-invariant subspaces \( E \) and \( F \), we have then \( \langle M_{E,F} \rangle^* = M_{E,F} \) and \( \langle M^0_{E,F} \rangle^* = M^0_{E,F} \).

**Lemma 5.6.** A closed subspace \( E \otimes L \subset K \otimes H \) is \( U \)-invariant if and only if \( \pi(M_{E,K})L \subset L \) and \( \pi(M_{E,L})L = \{0\} \).
The statement now holds with representation $\pi(\mu x_e^\alpha)\xi$ for $\alpha \notin A_1$. It follows that $\pi(M_{E,K})L \subset L$ and $\pi(M_{E,E^\perp})L = \{0\}$.

Conversely, if $\pi(M_{E,E^\perp})$ vanishes on $L$, then for all $x \in E, \xi \in L$ the sum in (10) reduces to $\alpha \in A_1$ only, and if $L$ is invariant under $\pi(M_{E,K})$, then moreover $U(x \otimes \xi) \in E \otimes L$.

**Lemma 5.7.** For every separable subspace $F \subset K \otimes H$ there exist closed separable subspaces $E \subset K, L \subset H$ such that $F \cup UF \subset E \otimes L$ and $(J \otimes \text{id})F \subset E \otimes L$.

**Proof.** Since $F$ is separable, so is $V = \overline{F} + UF$. Pick a sequence $(x_n)$ dense in $V$ and orthonormal bases $(e_\alpha) \subset K, (f_\beta) \subset H$. Every $x_n$ is contained in $\overline{\text{lin}}\{e_\alpha \otimes f_\beta : \alpha \in A_n, \beta \in B_n\}$ with countable $A_n, B_n$. Then for $E_0 = \overline{\text{lin}}\{e_\alpha : \alpha \in \bigcup A_n\}$ and $L = \overline{\text{lin}}\{f_\beta : \beta \in \bigcup B_n\}$ we have $F \cup UF \subset E_0 \otimes L$. The statement now holds with $E = E_0 + JE_0$.

**Lemma 5.8.** Every $v \in K \otimes H$ can be embedded into a $U$-invariant separable subspace $E \otimes L$ such that $JE \subset E$ and $L$ is essential for $\pi(M_{E,K}^0)|_L$.

**Proof.** Construct separable subspaces $E_k, L_k$ by induction as follows. Let $E_1 \otimes L_1$ be any separable subspace containing $v$. Suppose now that $E_{k-1}, L_{k-1}$ are constructed for some $k \geq 2$. Since $H$ is essential for $M_{*,0}^*$, there are sequences $\mu_n \subset M_n^0, \xi_n \subset H$ such that $\text{lin}\{\pi(\mu_n)\xi_n \}$ is dense in $L_{k-1}$. Since $M$ is in the standard form, every $\mu_n \in M_n^0$ can be represented as $\mu_n = \mu(x_n, y_n)$ with $(x_n, y_n) \subset K$. Set $E'_k = E_{k-1} + \text{lin}\{x_n \subset n \in N\}$, $L'_k = L_{k-1} + \text{lin}\{\xi_n \subset n \in N\}$. Then $\mu_n \subset M_{E'_k, K}^0$ and $\xi_n \subset L'_k$ for all $n$. By Lemma 5.7 there are separable subspaces $E_k, L_k$ such that $E'_k \otimes L'_k \subset U(E'_k \otimes L'_k) \subset E_k \otimes L_k$ and $JE'_k \subset E_k$.

Set $E = \overline{\bigcup E_k}$ and $L = \overline{\bigcup L_k}$, then $E \otimes L = \overline{(E_k \otimes L_k)}$ since $E_k, L_k$ are increasing. We have $U(E_k \otimes L_k) \subset E_{k+1} \otimes L_{k+1}, JE_k \subset E_{k+1}$ for all $k$, what implies the invariance required in the statement. Moreover, by construction the set $\{\pi(\mu)\xi : \mu \in M_n^0|_L, \xi \in L\}$ is dense in $L$. 

**Proof of the Theorem.** Take now any $v \in K \otimes H$. Let $E \otimes L \subset K \otimes H$ be $U$-invariant and separable, such that $v \in E \otimes L, JE \subset E$ and $L$ is essential for $M_{E,K}^0$. Together with $E$, the subspace $E^\perp$ is also $J$-invariant (since $J$ is isometric), what implies that $M_{E,E}, M_{E,E}^0, M_{E,E^\perp}, M_{E,K}$ and $M_{E,K}^0$ are self-adjoint.

Let $r_L : B(H) \rightarrow B(L)$ be the reduction onto $L$, then we have a $*$-representation $\rho = r_L \circ \pi : M_{E,K} \rightarrow B(L)$ (such that $\rho(M_{E,E^\perp}) = 0$). Let $\mathcal{A}$
be the $C^*$-algebra generated by $\rho(M_{E,K}^0)$ in $B(L)$. Since $M_{E,E}$ is separable, so are $\rho(M_{E,E}) = \rho(M_{E,K}) \supset \rho(M_{E,K}^0)$ and $\mathcal{A}$.

The identity representation of $\mathcal{A}$ is then decomposed into a direct integral of irreducible representations [3, 8.5.2]: there exist a set $\mathcal{P}$ equipped with a probability measure $\beta$; an integrable field of Hilbert spaces $\Gamma \subset \{(H_p)_{p \in \mathcal{P}}\}$; a field of representations $\sigma_{\mathcal{A}} \to B(L)$,

\begin{align*}
\text{where every } \sigma_p \text{ is irreducible; and an isometric isomorphism } V : L \to \Gamma = \int_{\mathcal{P}} H_p d\beta(p) \text{ such that: if } \xi \in L \text{ and } V(\xi) = \int_{\mathcal{P}} \xi_p d\beta(p), \text{ then for every } a \in \mathcal{A} \text{ we have } V(a\xi) = \int_{\mathcal{P}} \sigma_p(a)\xi_p d\beta(p).
\end{align*}

For every $\mu \in M_{E,K}^0$ and $\xi \in L$, denoting $V\xi = \int_{\mathcal{P}} \xi_p$; we have

\begin{equation}
V(\rho(\mu)\xi) = \int_{\mathcal{P}} \rho_p(\mu)\xi_p d\beta(p)
\end{equation}

with irreducible representations $\rho_p = \sigma_p \circ \rho$ of $M_{E,K}^0$.

Moreover, we can extend $\rho_p$ uniquely and irreducibly to $M_{E,K}$, still denoting this extension by $\rho_p$. We have $\rho(M_{E,K}) \subset \mathcal{A}''$ [9, 14.1.10], so every $V \circ \rho(\mu)$ with $\mu \in M_{E,K}$ is decomposable, and one verifies that the formula (11) holds in fact for all $\mu \in M_{E,K}$.

Let $[\cdot]$ denote the norm closure in $B(H)$. For every $p$, $\sigma_p \circ r_L$ is lifted from $[\pi(M_{E,K}^0)]$ to an irreducible representation $\tilde{\sigma}_p$ of $[\pi(M_{E,K}^0)]$, probably on a bigger space $\tilde{H}_p \supset H_p$ [3, 2.10]. Next, $\tilde{\sigma}_p \circ \pi$ is extended uniquely from $M_{\ast}^0$ to an irreducible representation $\tilde{\rho}_p$ of $M_{\ast}$. On $M_{E,K}^0$, $\tilde{\rho}_p |_{H_p} = \rho_p$; since $\rho_p$ is irreducible (and cyclic) on the ideal $M_{E,K}^0 \subset M_{E,K}$, its extension to $M_{E,K}^0$ is unique, and we have $\tilde{\rho}_p |_{H_p} = \rho_p$ on $M_{E,K}$.

In particular, $H_p$ is invariant under $\tilde{\rho}_p(M_{E,K})$, and $\tilde{\rho}_p(M_{E,E^\perp}) |_{H_p} = \rho_p(M_{E,E^\perp}) = \{0\}$ (this follows from $\rho(M_{E,E^\perp}) = \{0\}$ and (11)). Being irreducible and nonzero on $M_{\ast}^0$, $\tilde{\rho}_p$ is unitary, with a unitary generator $U_p \in M \otimes B(\tilde{H}_p)$. By the reasoning above, we can apply Lemma 5.6 and conclude that $E \otimes \tilde{H}_p$ is $U_p$-invariant.

$\int(E \otimes H_p)_{p \in \mathcal{P}}$ is also a field of Hilbert spaces, isomorphic to $E \otimes L$ under the isomorphism $\tilde{V} = \text{id} \otimes V$. Let $(e_\alpha)_{\alpha \in A}$ be a base in $K$ such that the (countable) subset $(e_\alpha)_{\alpha \in A_1}$ is a base for $E$. We have then for $x \in E$, $\xi \in L$ that $\mu_{x e_\alpha} \in M_{E,K}$ and so $\pi(\mu_{x e_\alpha})\xi = \rho(\mu_{x e_\alpha})\xi$. Denote $V\xi = \int_{\mathcal{P}} \xi_p$; we have

\begin{align*}
\tilde{V}(U(x \otimes \xi)) &= \tilde{V} \left( \sum_{\alpha \in A_1} e_\alpha \otimes \pi(\mu_{x e_\alpha})\xi \right) \\
&= \sum_{\alpha \in A_1} e_\alpha \otimes V(\rho(\mu_{x e_\alpha})\xi) = \sum_{\alpha \in A_1} e_\alpha \otimes \int_{\mathcal{P}} (\rho_p(\mu_{x e_\alpha})\xi_p)
\end{align*}
The last series converges in the Hilbert norm of $\int (E \otimes H_p)$.

From the other hand, for every $p$ we have a formula similar to (10): if $x \in E, \xi_p \in H_p$, then

$$U_p(x \otimes \xi_p) = \sum_{\alpha \in A_1} e_{\alpha} \otimes \rho_p(\mu_{xe_{\alpha}}) \xi_p,$$

so the series in (12) converges pointwise to $\int U_p(x \otimes \xi_p)$. Both imply convergence in measure in the following sense: denote $\varphi_{ap} = e_{\alpha} \otimes \rho_p(\mu_{xe_{\alpha}}) \xi_p$, then for every $\varepsilon > 0$

$$\beta \left\{ p : \left\| (\tilde{V}(U(x \otimes \xi)))_p - \sum_{\alpha \in B} \int \varphi_{ap} \right\| \geq \varepsilon \right\} \to 0,$$

$$\beta \left\{ p : \left\| U_p(x \otimes \xi_p) - \sum_{\alpha \in B} \int \varphi_{ap} \right\| \geq \varepsilon \right\} \to 0$$

as finite set of indices $B \subset A_1$ increases (the reasoning for real-valued functions applies verbatim). It follows that $(\tilde{V}(U(x \otimes \xi))) = U_p(x \otimes \xi_p)$ almost everywhere, that is

$$\tilde{V}(U(x \otimes \xi)) = \int U_p(x \otimes \xi_p) = \left( \int U_p \right)(\tilde{V}(x \otimes \xi)).$$

It follows that $(U_p)$, or strictly speaking $(U_p |_{E \otimes H_p})$, is a measurable field of operators on $\int E \otimes H_p$, and $\tilde{V}U = \int U_p \tilde{V}$. Since $\int U_p$ is unitary, so is $U$ on $E \otimes L$.

As the initial vector $v$ was arbitrary, we get that $U$ is unitary on $H \otimes K$, what proves the theorem.

**Corollary 5.9.** If $M_0^*$ is nonzero, then a completely bounded representation of $M_0$ is unitary if and only if it is non-degenerate on $M_0^*$.

We give next several examples: first some degenerate ones, and then we consider the case of a locally compact group. The dual algebra will be defined via $C^*(M_0^*)$, this is why we mention this $C^*$-algebra in every case.

**Example 5.10.** On $M = L^\infty(R)$ with the usual structure, introduce a new coinvolution $\kappa$ as $\kappa(\varphi) = \varphi$. Then $M$ is again a coinvolutive Hopf-von Neumann algebra. On its predual, which is $L_1(R)$, we have the usual coinvolution
product. The involution $^\circ$ on $L_1(\mathbb{R})$ is the pointwise conjugation: for $f \in L_1(\mathbb{R})$, $\varphi \in L_\infty(\mathbb{R})$ we have

$$\int \varphi f^\circ = \int (\varphi) f = \int \varphi(t) f(t) dt,$$

so $f^\circ(t) = \overline{f(t)}$.

Every $s \in \mathbb{R}$ defines by the usual formula a character $\chi_s$ of $L_1(\mathbb{R})$, and every character is of this form. A character is involutive if

$$\chi_s(f^\circ) = \int e^{ist} f(s, t) ds dt = \overline{\chi_s(f)} = \int e^{-ist} f(t) dt,$$

i.e. if $s = 0$. For $s = 0$ the trivial character $\chi_0$ is of course unitary. Thus, there are no non-unitary characters, so $M_0^\times = M_\times = M$. And it is now obvious that $C^*(M) = C$. This shows in particular that the canonical map of $M_0^\times$ to $C^*(M_0^\times)$ might not be injective.

**Example 5.11.** Modifying the previous example a little bit, one can show that an algebra “arising” from one locally compact group can be driven to the group algebra of another group by our functor.

Namely, let $M = L_\infty(\mathbb{R}^2)$. Change the coinvolution to be $x(\varphi)(s, t) = \varphi(s, -t)$. Then on $M_\times = L_1(\mathbb{R}^2)$ we get as before the usual convolution and the involution $f^\circ(s, t) = \overline{f(s, -t)}$. The involutive characters are described as

$$\chi_\alpha(f) = \int e^{i\alpha t} f(s, t) ds dt, \alpha \in \mathbb{R}$$

and are all unitary, thus we have again $M_0^\times = M_\times = M$ but $C^*(M_0^\times) = C_0(\mathbb{R})$.

**Example 5.12.** It may happen that $M_\times = \{0\}$. This means that non-unitary irreducible representations separate points of $M_\times$.

Let $S$ be a topological semigroup with identity. Call a map $V : S \to B(H)$ a representation of $S$ if $V(xy) = V(x)V(y)$ and $\|V(x)\| \leq 1$ for all $x, y \in S$. If $x$ is invertible, it follows that $V(x)$ must be unitary. A representation will be called continuous if it is a continuous map from $S$ to $B(H)$ in the weak operator topology. One can show [11, p. 55] that there is a von Neumann algebra $W^*(S)$ such that its normal representations correspond bijectively to continuous representations of $S$. Moreover, there is a continuous map with a dense image $F : S \to W^*(S)$ (where $W^*(S)$ is considered with the weak topology), and $W^*(S)$ has a canonical structure of a Hopf-von Neumann algebra. If $S$ is a locally compact group, then $W^*(S)$ is exactly the Ernest group algebra. One can introduce also coinvolution on $W^*(S)$ so that it induces the pointwise involution on the predual $B(S) = (W^*(S))_*$ (this is the only detail not mentioned in [11]). With this structure, $W^*(S)$ is a coinvolutive Hopf-von Neumann algebra.

By definition, $F(x)$ is an involutive character of $B(S)$ for every $x \in S$. If $F(x)$ is a unitary element in $W^*(S)$, then $V(x)$ must be unitary for every...
representation $V$. Now it is easy to provide an example of $S$ such that $F(x)$ is not unitary for all $x$ except the identity. For example, if $S = [0, +\infty)$ (with addition), then for every $\alpha < 0$ we have a non-unitary character $V(x) = e^{\alpha x}$, $x \in S$, so we have $V \in B(S)$. If $x \neq 0$, then $|V(x)| = |e^{\alpha x}| \neq 1$, so $F(x)$ is not unitary for any $x \neq 0$, so this is a non-unitary character of $B(S)$. For $x = 0$, the character $F(0)$ is of course unitary. From the other side, $F(S \setminus \{0\})$ separates points of $B(S)$ by continuity, so $M_\pi = M^0_\pi = \{0\}$.

We see also on this example that the set of representations of $C^*(M^0_\pi)$ may be strictly less than the set of unitary representations of $M_\pi$.

**Proposition 5.13.** Let $A$ be a Banach $*$-algebra, and let $I \subset A$ be a two-sided $*$-ideal. Let $\varphi : A \rightarrow C^*(A)$ be the canonical map. Then $C^*(I)$ is isomorphic to the closure of $\varphi(I)$ in $C^*(A)$.

**Proof.** Let $\gamma_A$, $\gamma_I$ be the maximal $C^*$-seminorms on $A$ and on $I$ respectively. Clearly $\gamma_A|I \leq \gamma_I$. From the other side, let $\pi : I \rightarrow B(H)$ be a representation of $I$ such that $\|\pi(x)\| = \gamma_I(x)$ for all $x \in I$. Then [17, 11.1.12] $\pi$ can be extended to a representation $\tilde{\pi} : A \rightarrow B(H)$, and we will have $\|\pi(x)\| \leq \|\tilde{\pi}(x)\| \leq \gamma_A(x)$ for all $x \in I$. It follows that $\gamma_I = \gamma_A|I$.

Since $C^*(I)$ is the completion of $I$ with respect to $\gamma_I$ and $C^*(A)$ is complete, from the isometry $\varphi(I) \simeq (I, \gamma_I)$ it follows the isometry in question.

**Proposition 5.14.** Let $A$ be a Banach $*$-algebra, and let $I \subset A$ be a two-sided $*$-ideal. Let $\varphi : A \rightarrow W^*(A)$ be the canonical map. Then $W^*(I)$ is isomorphic to the weak closure of $\varphi(I)$ in $W^*(A)$.

**Proof.** Denote by $[\varphi(I)]$ this weak closure; it is a von Neumann algebra. Let $\pi$ be a representation of $I$. It has a unique extension $\tilde{\pi}$ to $A$, and $\tilde{\pi}$ has a unique normal lifting to $W^*(A)$. Its restriction to $[\varphi(I)]$ is a normal lifting of $\pi$, in the same sense that it is normal and equals to $\pi$ when composed with $\varphi$.

To show that this lifting is unique, suppose that $\rho$, $\sigma$ are two distinct normal representations of $[\varphi(I)]$ both lifting $\pi$. We can assume that $\pi$ is non-degenerate, then so are $\rho$ and $\sigma$. By [17, 11.1.12], there are unique extensions $\tilde{\rho}$, $\tilde{\sigma}$ to $W^*(A)$ (since $[\varphi(I)]$ is an ideal in $W^*(A)$). They are obviously given by $\tilde{\rho}(x) = \rho(px)$ and $\tilde{\sigma}(x) = \sigma(px)$, where $p \in W^*(A)$ is a central projection such that $pW^*(A) = [\varphi(I)]$. Thus, these extensions are normal. Since $\varphi(A)$ is weakly dense in $W^*(A)$, $\tilde{\rho}$ and $\tilde{\sigma}$ have different restrictions to $\varphi(A)$. But it would mean that $\pi$ has two different extensions to $A$, what is impossible.

Thus, $[\varphi(I)]$ has the universal property of the von Neumann envelope of $I$, so it is isomorphic to $W^*(I)$.

Let $A$ be a Banach $*$-algebra. For a set $X \subset A$, let $h(X)$ be the set of irreducible representations of $A$ which vanish on $X$. 

PROPOSITION 5.15. Let $A$ be a Banach $*$-algebra. Let $B$, $B'$ be ideals in $A$ such that $h(B) = h(B')$. Then $C^*(B) \simeq C^*(B')$.

PROOF. Let $\varphi : A \to C^*(A)$ be the canonical map, and for $X \subset A$ let $[X]$ denote the closure of $\varphi(X)$ in $C^*(A)$. As we have proved above, $C^*(B) \simeq [B]$ and $C^*(B') \simeq [B']$. It is easy to see that $[B]$, $[B']$ are ideals in $C^*(A)$.

Let $\Omega$ denote the space of irreducible representations of $C^*(A)$. For $Y \subset \Omega$, set $k(Y) = \cap \{ \ker \pi : \pi \in Y \}$. In $C^*(A)$, as in every $C^*$-algebra, $I = k(h(I))$ for every closed ideal $I$ [3, 2.9.7]. From assumptions it follows that $h([B]) = h([B'])$.

Thus, $C^*(B) \simeq [B] = k(h([B])) = k(h([B'])) = [B'] \simeq C^*(B')$.

PROPOSITION 5.16. If $M_\ast = M(G)$ or $M_\ast = L_1(G)$, then $C^*(M_\ast^0) = C^*(L_1(G)) = C^*(G)$. If $M_\ast = B(G)$ or $M_\ast = A(G)$, then $C^*(M_\ast^0) = C^*_0(G)$.

PROOF. For $M_\ast = M(G)$, let $I = M(G)^\times$ be the absolutely continuous ideal. It contains obviously $L_1(G)$ but is strictly larger than $L_1(G)$ if $G$ is non-discrete, see [20]. Since $L_1(G)^\perp$ is a proper ideal in $M(G)^*$, $M_\ast^0 = I$.

By the results of Section 4, $h(I) = h(L_1(G))$. Then, by Proposition 5.15, $C^*(I) = C^*(L_1(G)) = C^*(G)$. If $M_\ast = L_1(G)$, then $M_\ast^0 = M_\ast$ and also $C^*(M_\ast^0) = C^*(L_1(G)) = C^*(G)$.

In the second case, the algebra $M_\ast = B(G)$ is commutative, so its irreducible representations are characters. A character is unitary if and only if it is unitary in $M = W^*(G)$. It was proved by M. Walter [22] that a character of $B(G)$ is unitary if and only if $h(B(G)^\times) = h(A(G))$. Since $A(G)^\perp$ is a proper ideal in $W^*(G) = B(G)^*$, it follows that $B(G)^0 = B(G)^\times$ and we can again apply Proposition 5.15, to conclude that $C^*(B(G)^0) = C^*(A(G))$. By Proposition 2.6, $C^*(A(G)) = C^*_0(G)$. And finally, if $M_\ast = A(G)$, then by Corollary 3.8 $M_\ast = M_\ast^0$, and $C^*(A(G)^0) = C^*(A(G)) = C^*_0(G)$.

This proposition already establishes a duality in the group case:

$$C^*_0(G) \overset{\ast}{\longrightarrow} M(G) \overset{\ast}{\longrightarrow} C^*(G)$$

(13)

In the next section, we develop this construction to a general framework of Hopf-von Neumann algebras, and in Section 8, to the category of coinvolutive $C^*$-bialgebras.
6. The dual Hopf-von Neumann algebra

Throughout the section $M$ will denote a coinvolutive Hopf-von Neumann algebra.

**Definition 6.1.** Set $\hat{M} = W^*(M_0^*)$ be the enveloping von Neumann algebra of $M_0^*$. There is a canonical map $\Phi : M_0^* \to \hat{M}$, maybe not injective. It has a unique extension to $M^*$, still having range in $\hat{M}$ (see discussion after Definition 5.1), which we denote also $\Phi : M_0^* \to \hat{M}$. By the universality property, every representation of $M_0^*$ is lifted to a unique normal representation of $\hat{M}$.

By definition, $\hat{M}$ is a von Neumann algebra. Below we define on it a structure of a coinvolutive Hopf-von Neumann algebra.

The coinvolution on $\hat{M}$ is given by the composition with $\kappa_1$ (cf. [5, 1.6]):

**Proposition 6.2.** Let $\tilde{\kappa} : M_0^* \to M_0^*$ be defined by $\tilde{\kappa}(\mu) = \mu \circ \kappa$ for $\mu \in M_0^*$. Then $\tilde{\kappa}$ is a $*$-antihomomorphism, maps $M_0^*$ to itself, and is uniquely lifted from $M_0^*$ to a normal $*$-antihomomorphism $\hat{\kappa}$ of $\hat{M}$, which is a coinvolution on $\hat{M}$.

**Proof.** It is proved, for example, in [5, 1.6] that $\tilde{\kappa}$ is a $*$-antihomomorphism and $\tilde{\kappa}^2 = \text{id}$.

To prove that $M_0^*$ is invariant under $\tilde{\kappa}$, we should show that $\pi(\tilde{\kappa}(M_0^*)) = 0$ for every non-unitary irreducible representation $\pi$ of $M_0^*$. Fix $\pi$ and set $\tau_{\alpha\beta} = \kappa \pi_{\beta\alpha}$ for every $\alpha, \beta$. Then, by [5, 1.4.2], these are coefficients of a representation of $M_0^*$, since

$$
\tau_{\alpha\beta} = \kappa \pi_{\beta\alpha} = \kappa(\pi_{\alpha\beta}) = \tau_{\beta\alpha},
$$

$$
\Delta(\tau_{\alpha\beta}) = \Delta(\kappa \pi_{\beta\alpha}) = \theta(\kappa \otimes \kappa) \Delta(\pi_{\beta\alpha})
$$

$$
= \theta(\kappa \otimes \kappa) \left( \sum_{\gamma} \pi_{\beta\gamma} \otimes \pi_{\gamma\alpha} \right)
$$

$$
= \sum_{\gamma} \kappa(\pi_{\gamma\alpha}) \otimes \kappa(\pi_{\beta\gamma}) = \sum_{\gamma} \tau_{\alpha\gamma} \otimes \tau_{\beta\gamma},
$$

the series converging ultraweakly. If $\pi$ acts on a Hilbert space $H$ and $J : H \to \bar{H}$ is the anti-isomorphism onto the conjugate space $\bar{H}$, then we can view $\tau$ as acting on $\bar{H}$ with $\tau(\mu) = J \pi(\bar{\kappa} \mu^*) J^{-1}$. Since $\pi$ is by assumption irreducible and $\tilde{\kappa}(M_0^*) = M_0^*$, this implies that $\tau$ is irreducible.

If $\tau$ were unitary, then by (3) we would have, since $\kappa$ is ultraweakly con-
tinuous:
\[
\sum_{\gamma} \pi_{\alpha\gamma}^* \pi_{\beta\gamma} = \sum_{\gamma} \chi(\tau_{\alpha\gamma})^* \chi(\tau_{\beta\gamma}) = \sum_{\gamma} \chi(\tau_{\beta\gamma} \tau_{\alpha\gamma}^*) = \chi\left(\sum_{\gamma} \tau_{\beta\gamma} \tau_{\alpha\gamma}^*\right) = \chi(\delta_{\alpha\beta}) = \delta_{\alpha\beta},
\]
and similarly \(\sum_{\gamma} \pi_{\alpha\gamma} \pi_{\beta\gamma}^* = \delta_{\alpha\beta}\). Thus, \(\pi\) would be also a unitary representation, what is not true by assumption. This implies that \(\tau\) is non-unitary.

Now \(\tau_{\alpha\beta}(\mu) = 0\) for all \(\mu \in M_0^0\), so \(\pi_{\beta\alpha}(\tilde{\kappa}\mu) = 0\) and \(\pi(\tilde{\kappa}(M_0^0)) = 0\). Since \(\pi\) was arbitrary, this implies that \(M_0^0\) is invariant under \(\tilde{\kappa}\).

By universality, \(\tilde{\kappa}\) is extended to a \(*\)-antihomomorphism \(\hat{\kappa}\) of \(\hat{M}\). Similarly to \([5, 1.6.6]\), one proves that \(\theta(\hat{\kappa} \otimes \hat{\kappa}) \hat{\Phi} = \hat{\Phi}\).

**Proposition 6.3.** The canonical map \(\Phi : M_* \to \hat{M}\) is completely contractive.

**Proof.** Let \(\pi\) be the direct sum of all irreducible representations of \(M_*\) which are nonzero on \(M_0^0\). They are in bijection with the irreducible representations of \(M_0^0\). Let us consider \(\pi\) as a map to the \(C^*\)-algebra \(A\) generated by \(\pi(M_0^0)\). By the theory above and \([5]\), \(\pi\) has a unitary generator, so it is completely contractive.

Now \(C^*(M_0^0)\) is isometrically isomorphic to the closure of \(\pi(M_0^0)\) in \(A\) (denote this closure by \(I\)) and to the norm closure of \(\Phi(M_0^0)\) in \(\hat{M} = W^*(M_*^0)\). Let \(\rho : I \to \hat{M}\) be the latter isomorphism. Clearly \(I\) is an ideal in \(A\), so \(\rho\) is extended to a unique representation \(\hat{\rho}\) of \(A\) having range in \(\hat{M}\). As every homomorphism of \(C^*\)-algebras, \(\hat{\rho}\) is completely contractive. Now \(\Phi = \hat{\rho} \circ \pi\), so \(\Phi\) is also completely contractive.

**Corollary 6.4.** If \(\hat{M}\) is nonzero, then \(\Phi\) is a unitary representation of \(M_*\).

**Proof.** This follows from Proposition 6.3 and Theorem 5.5, since \(\Phi\) is by assumption non-degenerate on \(M_0^0\).

**Remark 6.5.** Recall that on the set of representations of \(M_*\), there is a so called Kronecker product \([5, 1.4.3]\), denoted by \(\times\). We have therefore a representation \(\Phi \times \Phi\) of \(M_*\) whose coefficients are by definition \((\Phi \times \Phi)_s(\omega \otimes \nu) = \Phi_s(\omega) \cdot \Phi_s(\nu)\), for \(\omega, \nu \in \hat{M}_s\). Denote by \(\Delta : \hat{M} \to \hat{M} \otimes \hat{M}\) the normal lifting of \(\Phi \times \Phi\) to \(\hat{M}\), so that \(\Delta \Phi = \Phi \times \Phi\) on \(M_*^0\). In fact, \(\Phi \times \Phi\) and \(\Delta \Phi\) are (by \([5, 1.5.5]\) and Remark 5.4 respectively) both non-degenerate (or null) on \(M_0^0\) and equal on it, so the equality \(\Delta \Phi = \Phi \times \Phi\) holds on \(M_*\) and not just on \(M_*^0\).

\(\Phi\) has the adjoint map \(\Phi^* : \hat{M}^* \to M\). Let \(\tilde{\Phi} : \hat{M}_s \to M\) be the restriction of \(\Phi^*\) onto \(\hat{M}_s \equiv (\hat{M})_s\). Sometimes we will write the corresponding algebra
we conclude that \( \hat{\Phi}_M: M_* \to \hat{M} \) and \( \hat{\Phi}_M: \hat{M}_* \to M \). Note that \( \hat{\Phi}_M \) is always injective, because \( \Phi_M(M_*) \) is weakly dense in \( \hat{M} \).

**Proposition 6.6.** \( \hat{\Delta} \) is a comultiplication on \( \hat{M} \).

**Proof.** The statement is trivial if \( \hat{M} = \{0\} \), so we assume further that \( \hat{M} \) is nonzero. First, we need to prove that \( \hat{\Delta} \) is coassociative: \( (\text{id} \otimes \hat{\Delta})\hat{\Delta} = (\hat{\Delta} \otimes \text{id})\hat{\Delta} \). We have \( \hat{\Delta}\Phi = \Phi \times \Phi \) (see Remark 6.5). This implies that \( \hat{\Phi}_\Delta \ast = (\Phi \times \Phi)_* : (\hat{M} \otimes \hat{M})_* \to M \). Take now \( \mu \in M_*, \omega_j \in \hat{M}_*, j = 1, 2, 3 \). First,

\[
((\Phi \times \Phi)_*(\omega_1 \otimes \omega_2))(\mu) = (\omega_1 \otimes \omega_2)((\Phi \times \Phi)(\mu)) = (\hat{\Phi}(\omega_1) \cdot \hat{\Phi}(\omega_2))(\mu).
\]

Using this identity, we can calculate the following:

\[
(\omega_1 \otimes \omega_2 \otimes \omega_3)(\text{id} \otimes \hat{\Delta})\hat{\Delta}(\Phi(\mu)) = (\omega_1 \otimes (\hat{\Delta}_*(\omega_2 \otimes \omega_3)))(\Phi \times \Phi)(\mu) = (\hat{\Phi}(\omega_1) \cdot \hat{\Phi}(\omega_2 \otimes \omega_3))(\mu) = (\hat{\Phi}(\omega_1) \cdot \hat{\Phi}(\omega_2) \cdot \hat{\Phi}(\omega_3))(\mu)
\]

It is easy to see that we come to the same result, starting with \( (\Delta \otimes \text{id})\hat{\Delta} \) instead, so associativity holds.

Next, \( \hat{\Delta} \) is injective. To show this, take first \( \omega \in \hat{M}_* \) and \( \mu \in M_* \). Note that the unit of \( M \) is a \( * \)-homomorphism from \( M_* \) to \( C \), so it has a lifting to \( \hat{M} \). We can thus consider 1 as an element of \( \hat{M}_* \). Now

\[
(\omega \otimes 1)(\hat{\Delta}(\Phi(\mu))) = (\omega \otimes 1)(\Phi \times \Phi(\mu)) = (\hat{\Phi}(\omega) \cdot \hat{\Phi}(1))(\mu) = \omega(\Phi(\mu)).
\]

It follows that \( (\omega \otimes 1)(\hat{\Delta}(x)) = \omega(x) \) for all \( x \in \hat{M} \). This shows that \( \hat{\Delta} \) is injective.

By Corollary 6.4, \( \Phi \) is unitary, and by \([5, 1.5.5]\), \( \Phi \times \Phi = \hat{\Delta}\Phi \) is unitary too. It is then non-degenerate, what implies \( \hat{\Delta}(1) = 1 \otimes 1 \) (cf. \([5, 1.6.5]\)), and we conclude that \( \hat{\Delta} \) is a comultiplication on \( \hat{M} \).

**Definition 6.7.** The algebra \( \hat{M} \) with the comultiplication and coinvolution introduced above is called the dual coinvolutive Hopf-von Neumann algebra of \( M \).

The structure of \( \hat{M} \) gives rise to a structure of a Banach \( * \)-algebra on \( \hat{M}_* \). From the equality \( \hat{\Delta}(\Phi) = \Phi \times \Phi \) it follows immediately that \( \hat{\Delta} \) is a \( * \)-homomorphism.

**Corollary 6.8.** If \( \hat{M} \) is nonzero, then \( \hat{\Phi} \) is a unitary representation of \( \hat{M}_* \).

**Proof.** Let \( U \in M \otimes \hat{M} \) be the unitary generator of \( \Phi \). Then \( \theta U \in \hat{M} \otimes M \) is the unitary generator for \( \hat{\Phi} \), where \( \theta \) is the flip: \( \theta U(\omega, \mu) = U(\mu, \omega) = \Phi(\mu)(\omega) = \mu(\hat{\Phi}(\omega)) \) for all \( \mu \in M_*, \omega \in \hat{M}_* \).
**Proposition 6.9.** Let \( \phi : M \to N \) be a morphism of coinvolutive Hopf-von Neumann algebras. Then there is a dual morphism \( \widehat{\phi} : \widehat{N} \to \widehat{M} \) such that \( \widehat{\phi} \circ \Phi_N = \Phi_M \circ \phi_* \) on \( N_*^0 \). If \( \widehat{N} \neq \{0\} \), then the equality holds on \( N_* \).

**Proof.** The statement is trivial if \( N_*^0 = \{0\} \) so we can assume that \( N_*^0 \neq \{0\} \). By definition, \( \phi \) is ultraweakly continuous, so it has a pre-adjoint \( \phi_* : N_* \to M_* \). Since \( \phi \) is a coalgebra morphism, \( \phi_* \) is a *-homomorphism. Consider \( \psi = \Phi_M \circ \phi_* : N_*^0 \to \hat{M} \). This is a *-homomorphism, so it is lifted to a normal *-homomorphism \( \widehat{\phi} : \widehat{N} \to \widehat{M} \), such that \( \widehat{\phi} \Phi_N = \psi \) (on \( N_*^0 \)).

If \( \widehat{M} = \{0\} \) then trivially \( \widehat{\phi} \Phi_N = \psi \) on \( N_* \). Suppose further that \( \widehat{M} \neq \{0\} \). Then \( \widehat{\phi} \) is unitary, and (let \([\cdot]\) denote the weak closure) \([\widehat{\phi} \Phi_N(M_*^0)] = [\Phi_M(M_*^0)]\). By weak continuity, then \( \Phi_M(\widehat{\phi} N_*^0) \subset [\Phi_M(M_*^0)] \). This means that \( \phi \circ \widehat{\phi} \) is non-degenerate on \( M_*^0 \), and by Theorem 5.5 it is unitary.

Similarly to Corollary 6.8, then \( \Phi_M \phi_* = (\phi \widehat{\phi}_M)_* \) is unitary too, and as a consequence non-degenerate on \( N_*^0 \). From the other side, since \( \Phi_N \) is unitary and \( \widehat{\phi} \) weakly continuous, \( \widehat{\phi} \Phi_N(N_*^0) \subset \widehat{\phi} \Phi_N(N_*^0) \), so that \( \widehat{\phi} \Phi_N \) is also non-degenerate on \( N_*^0 \). Two representations of \( N_* \) which are equal and non-degenerate on \( N_*^0 \) must be equal everywhere, so in fact the equality holds on \( N_* \).

It remains to prove that \( \widehat{\phi} \) is a coalgebra morphism: \( \Delta_{\widehat{M}} \widehat{\phi} = (\widehat{\phi} \otimes \widehat{\phi}) \Delta_{\widehat{N}} \).

Since \( \Delta_{\widehat{M}} \) is ultraweakly continuous, this equality is enough to check on \( \Phi_N(N_*^0) \). Moreover, to check an equality in \( \widehat{M} \otimes \widehat{M} \) where \( \Delta_{\widehat{N}} \) takes its values, it is enough to consider evaluations on \( x \otimes y \), with \( x, y \in M_* \). We have, with any \( v \in N_*^0 \).

\[
\begin{align*}
\Delta_{\widehat{M}} \widehat{\phi}(\Phi_N(v)) (x \otimes y) &= \widehat{\phi}(\Phi_N(v)) (xy) = \Phi_M(\phi_*(v)) (xy) \\
&= \phi_*(v)(\Phi_M(x) \Phi_M(y)) \\
&= v(\phi(\Phi_M(x)) \phi(\Phi_M(y))).
\end{align*}
\]

By definition, \( \Delta_{\widehat{N}} \Phi_N = \Phi_N \times \Phi_N \), so from the other side:

\[
(\widehat{\phi} \otimes \widehat{\phi}) \Delta_{\widehat{N}}(\Phi_N(v))(x \otimes y) = (\Phi_N \times \Phi_N)(v)(\phi_*x \otimes \phi_*y) \\
= v((\Phi_N)_*(\phi_*x) \cdot (\Phi_N)_*(\phi_*y)).
\]

Recalling that \( \widehat{\phi} \Phi_N = \Phi_M \phi_* \), we arrive at the required equality.

Also, \( \kappa_{\widehat{M}} \widehat{\phi} = \widehat{\phi} \kappa_{\widehat{N}} \) should hold. Again, it is sufficient to consider \( \xi = \Phi_N(v), v \in N_*^0 \). Then, with the definition of \( \kappa_{\widehat{N}} \) from Proposition 6.2:

\[
\kappa_{\widehat{M}} \widehat{\phi}(\Phi_N(v)) = \kappa_{\widehat{M}} \Phi_M(\phi_*(v)) = \Phi_M(\kappa_{\widehat{M}}(\phi_*(v))).
\]
For every \( x \in \hat{M}_* \) we have further

\[
\Phi_M(\tilde{x}_M(\varphi_*(\nu)))(x) = \tilde{x}_M(\varphi_*(\nu))(\hat{\Phi}_M(x)) = v(\varphi(\hat{x}_M\hat{\Phi}_M(x)))
\]

\[
= v(x_N(\varphi(\hat{\Phi}_M(x)))) = \tilde{x}_N(\nu)((\Phi_N)_*(\varphi_*))
\]

\[
= \tilde{\varphi}(\Phi_N\tilde{x}_N(\nu))(x) = \tilde{\varphi}\tilde{x}_N(\Phi_N(\nu))(x),
\]

as required.

**Remark 6.10.** If we have two morphisms \( \varphi : M \to N \) and \( \psi : N \to L \), then on \( L_0^* \) we have:

\[
\tilde{\psi} \circ \varphi \circ \Phi_L = \Phi_M \circ (\psi \circ \varphi)_* = \Phi_M \circ \varphi_* \circ \psi_*,
\]

\[
\tilde{\varphi} \circ \tilde{\psi} \circ \Phi_L = \tilde{\varphi} \circ \Phi_N \circ \psi_*.
\]

If \( \hat{N} \neq \{0\} \), then we can use the fact that \( \tilde{\varphi} \circ \Phi_N = \Phi_M \circ \varphi_* \) on \( N_* \) and conclude that both displayed lines are equal, so that \( \tilde{\psi} \circ \varphi = \tilde{\varphi} \circ \psi \). If \( \hat{N} = \{0\} \), then necessarily \( \tilde{\varphi} \circ \tilde{\psi} = 0 \) but it might happen that \( \tilde{\psi} \circ \varphi \neq 0 \).

We have finally the following duality theorem:

**Theorem 6.11.** Let \( \mathcal{H}_0 \) be the category of coinvolutive Hopf-von Neumann algebras, and let \( \mathcal{H} \) be the full subcategory of \( \mathcal{H}_0 \) which has as its objects all \( M \in \mathcal{H}_0 \) such that \( M \simeq \hat{M} \); such \( M \) is called reflexive. Then \( \hat{\cdot} : \mathcal{H} \to \mathcal{H} \) is a contravariant duality functor, i.e. \( \hat{M} \simeq M \) for every \( M \in \mathcal{H} \). Moreover, there is a faithful contravariant functor \( A : \text{LCG} \to \mathcal{H} \), where \( \text{LCG} \) is the category of locally compact groups, such that \( \hat{A}(G) = A(\hat{G}) \) for every abelian group \( G \in \text{LCG} \).

**Proof.** The subcategory \( \mathcal{H} \) is full by Proposition 6.9, and \( \hat{\cdot} \) is by definition a duality functor.

For every \( G \in \text{LCG} \), set \( A(G) = C_0(G)^{**} \). It is known that this is a faithful contravariant functor from \( \text{LCG} \) to \( \mathcal{H}_0 \) (or it follows from \([5, 5.1.4]\) and Remark 6.10). And it follows from Proposition 5.16 that \( C_0(G)^{**} \) is reflexive, i.e. \( A(G) \in \mathcal{H} \).

**7. Particular cases**

In this section we consider first the Kac algebras and relate their duals in the sens above to the usual duals (Proposition 7.1). Next, Propositions 7.2 and 7.3 establish relations between \( M \) and its second dual. This allows to describe, in Theorems 7.4 and 7.6, commutative and co-commutative algebras in the range of our functor. These are nothing but the algebras \( C_0(G)^{**} \) or \( C^*(G)^{**} \), where
$G$ is a locally compact group. In particular, this describes commutative and co-commutative reflexive algebras. In [11, 1.7] there is a similar characterization, but only for reflexive algebras, and with some additional assumptions in the co-commutative case.

The following proposition has been already proved by E. Kirchberg [11]. In his definition, the “unitary dual” $W^*U(M_*)$ of $M$ is a coinvolutive Hopf-von Neumann algebra whose normal representations are in bijection with all unitary representations of $M$. If $M$ is a Kac algebra, then our $\hat{M}$ coincides with the unitary dual of Kirchberg. In general, they may differ. In the Example 5.12 $\hat{M} = \{0\}$ while $W^*U(M_*) = C$.

**Proposition 7.1.** Let $N$ be a Kac algebra. Let $L$ be the Kac dual of $N$ and let $M = \hat{N}$. Then $M = W^*(N_*)$ and $\hat{L} = \hat{\hat{N}} = W^*(L_*)$. In particular, $\hat{M} \cong M$.

**Proof.** Recall that a Kac algebra is supposed to be nonzero. It is known that every representation of $N_*$ has a unitary generator [5, 3.1.4], so $N_0^0 = N_*$. By definition, $M = \hat{N}$ is then $W^*(N_*)$, the von Neumann envelope of $N_*$. Clearly $L$ is a quotient of $M$: $L = \varphi(M)$, where $\varphi$ is a morphism of coinvolutive Hopf-von Neumann algebras. Then $L_* = (\ker \varphi)^\perp$ can be considered as an ideal of $M_*$. If we prove that $L_* = M_0$, it will follow that $\hat{M} = W^*(L_*)$.

From one side, if an irreducible representation $\pi$ is zero on $L_*$, then its coefficients are contained in $(L_*)^\perp = \ker \varphi \subset M_*$. Since $\ker \varphi$ is a proper ideal, $\pi$ is non-unitary.

It remains to show, from the other side, that every irreducible representation of $M_*$ is unitary if its restriction to $L_*$ is nonzero. In its turn, it is enough to show that the extension $\tau$ to $M_*$ of the universal representation $\Phi_L : L_* \to W := W^*(L_*)$ is unitary.

It is known [5, 3.2.2(ii)] that $\Phi_L$ is quasi-equivalent to the regular representation $\Lambda : L_* \to N$ (based on the Haar weight), so that it can be expressed through $\Lambda$ as $(\Lambda \times \Phi_L)(\rho) = Z(\lambda(\rho)), \rho \in L_*$, where $Z$ is an isomorphism of von Neumann algebras. One can express then the generator $U$ of $\Phi_L$ explicitly via the generator $W$ of $\Lambda$ (as in [5, Theorem 3.1.4]):

$$U \otimes 1 = (1 \otimes \theta)(W^* \otimes 1)(\theta \otimes 1)(1 \otimes Z)W \otimes W^*(L) \otimes N,$$

with the help of the flip $\theta$ on $W^*(L) \otimes L$.

On $N_*$, we have a representation $\chi_L \circ \lambda : N_* \to L$ (which is unitary as every non-degenerate representation of $N_*$). It factors through $M = W^*(N_*)$: $\chi_L \circ \lambda = \sigma \circ \Phi_N$ with some morphism $\sigma : M_0 \to L$. Taking pre-adjoints in this equality, we get $(\chi_L \circ \lambda)_* = (\Phi_N)_* \sigma_* = \hat{\Phi}_N \sigma_*$, with $\sigma_* : L_* \to M_*$ being an injection. From the other side, $(\chi_L \circ \lambda)_* = \Lambda [5, 3.7.3]$, and we see that $\hat{\Phi}_N$ is an extension of $\Lambda$ to $M_*$, both representations being unitary.
Now both $\hat{\Phi}_N \times \tau$ and $Z\hat{\Phi}_N$, as representations of $M_*$, extend the same non-degenerate representation $\Lambda \times \Phi_L = Z\Lambda$ of $L_*$. It follows that they are equal. Let $\hat{W}$ be the generator of $\hat{\Phi}_N$. Then a formula similar to that of $U$ gives the generator $\hat{U}$ of $\tau: \hat{U} \otimes 1 := (1 \otimes \theta)(\hat{W}^* \otimes 1)(\theta \otimes 1)(1 \otimes Z)\hat{W}$, in $M \otimes W^*(L) \otimes N$, and this proves the proposition.

If $M$ is a finite-dimensional Kac algebra, then $W^*(M_*) = \hat{M}$ is also equal to the Kac dual of $M$ (and is also finite-dimensional), see [5, 6.6.9]. In particular, $\hat{\hat{M}} = M$.

If $M$ is infinite-dimensional, then its second dual is usually not equal to $M$. But, by Proposition 7.1, the first dual equals to the third dual, and so the first dual is a reflexive algebra in the sense of our duality.

The table below summarizes results on the duals of classical algebras, given by Propositions 5.16 and 7.1.

<table>
<thead>
<tr>
<th>Algebra</th>
<th>Dual</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^\infty(G)$</td>
<td>$W^*(G)$</td>
</tr>
<tr>
<td>$C_0(G)^**$</td>
<td>$C_0(G)^**$</td>
</tr>
</tbody>
</table>

It is clear that not every coinvolutive Hopf-von Neumann algebra is reflexive. For instance, this is shown by the Example 5.12 of a nontrivial algebra with $\hat{\hat{M}} = 0$. Below we establish some relations between $M$ and $\hat{\hat{M}}$ in the general case.

**Proposition 7.2.** For every $M$, there is a morphism $D_M: \hat{\hat{M}} \to M$ such that $D_M \circ \Phi_M(x) = \hat{\Phi}_M(x)$ for all $x \in \hat{\hat{M}}_0^*$. If $\hat{\hat{M}} \neq \{0\}$, then this equality holds actually on $\hat{\hat{M}}_*$.

**Proof.** Denote $N = \hat{\hat{M}}$. We know that there is a canonical map $\hat{\Phi}_M : N_* \to M$. In particular, $\hat{\Phi}_M|_{N_0}$ is a $*$-homomorphism, so it is extended to a normal homomorphism of its von Neumann envelope: $D_M : \hat{\hat{N}} \to M$. By definition, $D_M$ satisfies the equality in the statement for $x \in N_0 = \hat{\hat{M}}_0$.

If $\hat{\hat{M}}_0^* = \{0\}$, then $D_M = 0$ is by definition a morphism. Assume further that $\hat{\hat{M}}_0^* \neq \{0\}$. Then $\hat{\Phi}_M$ is unitary and non-degenerate on $\hat{\hat{M}}_0^*$. In the equality $D_M \circ \Phi_M = \hat{\Phi}_M$, we have then two representations, equal and non-degenerate on $\hat{\hat{M}}_0^*$, it follows that they are equal on $\hat{\hat{M}}_*$. The preadjoint map $(\hat{\Phi}_M)_* : M_* \to \hat{\hat{M}}$ is by definition $\Phi_M$, but from the equality above it is equal also to $(\Phi_N)_* \circ (D_M)_* = \hat{\Phi}_N \circ (D_M)_*$. 
To prove that $D_M$ is a morphism of coinvolutive Hopf-von Neumann algebras, one should check the equality

$$\Delta_M D_M(x)(\mu \otimes \nu) = (D_M \otimes D_M)\Delta_\hat{N}(x)(\mu \otimes \nu)$$

for every $x \in \hat{N}$ and $\mu, \nu \in M_*$. By density, it is sufficient to consider $x = \Phi_N(y)$ with $y \in N_0^0$. Then we have:

$$\Delta_M D_M\Phi_N(y)(\mu \otimes \nu) = \Delta_M \hat{\Phi}_M(y)(\mu \otimes \nu) = \hat{\Phi}_M(\mu \nu)$$

Also, $\kappa_M D_M = D_M \kappa_\hat{N}$ should hold. Using the definition of the dual coinvolution in Proposition 6.2 (and its notations, so that $\tilde{\kappa}_N(\mu) = \mu \circ \kappa_M$), we have for every $y \in \hat{M}_0^0$, $\mu \in M_*$ (note that $\tilde{\kappa}_M(y) \in \hat{M}_0^0$ by Proposition 6.2):

$$\kappa_M D_M\Phi_N(y)(\mu) = \kappa_M \hat{\Phi}_M(y)(\mu) = \hat{\Phi}_M(\kappa_M(\mu)) = y(\Phi_M(\kappa_M(\mu)))$$

This shows that $\kappa_M D_M = D_M \kappa_\hat{N}$ on $\Phi_N(N_0^0)$, and by density on the whole of $\hat{M}$.

One should note that $D_M$ need not be neither injective nor surjective. As a first example, take the algebra $M$ from the Example 5.12. Then $\hat{M} = 0$, so $D_M = 0$. For a second example, take $M = L_\infty(G)$. Then $\hat{M} = C_0(G)^{**}$, and $D_M$ is a quotient map but is not injective.

However, if $M$ is a dual of another algebra, then $D_M$ is right invertible:

**Proposition 7.3.** If $M = \hat{N}$ for some $N$ and $\hat{M} \neq \{0\}$, then there is a morphism $E_M : M \to \hat{M}$, such that $D_M \circ E_M = \text{id}_M$. If $\hat{M} \neq \{0\}$ then $E_M$ is unital.

**Proof.** By the previous proposition, there is a morphism $D_N : \hat{N} \to N$ such that $D_N \circ \Phi_\hat{N}(x) = \Phi_N(x)$ for all $x \in \hat{N}_*$. By Proposition 6.9, there exists a dual morphism $E_M = \hat{D}_N : \hat{N} = M \to (\hat{N})^\vee = \hat{M}$. 
By assumption $\hat{M} = \hat{N} \neq 0$, and in this case it was proved in Proposition 7.2 that $\Phi_N = \hat{\Phi}_M \circ (D_N)_*$ on $N_*$. Moreover, since $\hat{M} \neq \{0\}$, we have $D_M \circ \Phi_{\hat{M}} = \hat{\Phi}_M$ on $M_*$. 

By Proposition 6.9, since $M \neq \{0\}$, we have $E_M \circ \Phi_N = \Phi_{\hat{M}} \circ (D_N)_*$ on $N_*$. Then

$$D_M \circ (E_M \circ \Phi_N) = (D_M \circ \Phi_{\hat{M}}) \circ (D_N)_* = \hat{\Phi}_M \circ (D_N)_* = \Phi_N.$$ 

Thus, $D_M \circ E_M = \text{id}_M$ on $\Phi_N(N_*)$. Since this latter is weakly dense in $M$, this equality holds everywhere.

This implies, in particular, that $D_M$ is surjective, and that $\hat{\Phi}_M(\hat{M}_*)$ is weakly dense in $M$. If $\hat{M} \neq \{0\}$ (in fact, even if $\hat{M} \neq \{0\}$), then we can apply this reasoning to $\hat{M}$ and conclude that $\hat{\Phi}_M(\hat{M}_*)$ is weakly dense in $\hat{M}$.

Suppose now that $\hat{M} \neq \{0\}$ but $E_M(1) = p \neq 1$. Then $E_M(M)$ is contained in the weakly closed $\ast$-subalgebra $I := \sigma_p(M)$. Consider the representation $\pi = \Phi_M \circ E_{M*} : \hat{M}_* \to \hat{M}$. Its coefficients for $\omega \in \hat{M}_*$ are: $\omega(\pi(\mu)) = \Phi_M \circ E_{M*}(\mu)(\omega) = \mu(E_M \circ \Phi_M(\omega))$, so the space of coefficients is contained in the subalgebra $I$. Then the equality (3) cannot hold, so $\pi$ is not unitary. From Propositions 6.3 and 5.5 it follows that $\pi$ is degenerate on $\hat{M}_*$, or equivalently $\pi(\hat{M}_*)$ is not contained in the weak closure of $\pi(\hat{M}_*)$. In particular, $\pi(\hat{M}_*)$ is not weakly dense in $\hat{M}$.

Consider now $\hat{E}_M : \hat{M} \to \hat{M}$. From one side, $\hat{E}_M \Phi_{\hat{M}} = \Phi_M E_{M*} = \pi$ on $\hat{M}_*$, and since $\hat{E}_M$ is weakly continuous, $\hat{E}_M(\hat{M})$ is contained in the closure of $\hat{E}_M(\Phi_{\hat{M}}(\hat{M}_*)) = \pi(\hat{M}_*)$, so $\hat{E}_M$ is not surjective. From the other side, $\hat{E}_M \hat{D}_M = (\hat{D}_M E_M) = \hat{\mathbf{1}}_{\hat{M}} = \mathbf{1}_{\hat{M}}$ so $\hat{E}_M$ must be surjective. This contradiction proves that $E_M$ is in fact unital.

**Theorem 7.4.** Let $M \neq \{0\}$ be commutative and $M \simeq \hat{N}$ for some $N$. Then there is a locally compact group $G$ such that $M \simeq C_0(G)**$.

**Proof.** By construction, $M = A**$ for the $C^*$-algebra $A = C^*(N_*^0)$, which is obviously commutative. Let $G$ be the spectrum of $A$, so that $A \simeq C_0(G)$. This is a locally compact space in the topology $\mathcal{T}_A$ induced by the Gelfand transform of $A$. Since $\Phi(N_*^0)$ is norm dense in $A$, the same topology is generated by the Gelfand transform of $\Phi(N_*^0)$.

Moreover, any subalgebra of $C(G)$ containing $C_0(G)$ generates the same topology $\mathcal{T}_A$ on $G$. Thus, the topology generated by $\Phi(N_*)$ is not stronger than $\mathcal{T}_A$, and with considerations above, it is equal to $\mathcal{T}_A$. 


G is identified with a subset in N, as the set of unitary characters of $N_e$ (by definition of $N_e^0$, they do not vanish on $N_e^0$). In fact, the characters of $N_e$ are given by group-like elements $u \in N$, i.e. such that $\Delta(u) = u \otimes u$, and a character is unitary if $u$ is unitary in $N$ and $\kappa(u) = u^*$. Then $G$ is a subgroup of the unitary group of $N$, so $G$ has a natural group structure. The group operations are continuous in the $N_e$-weak topology $T_N$. But as we have shown above, it equals $T_A$. Thus, the group operations are continuous on $G$ in $T_A$, so $G$ is a locally compact group.

Now, since $A \cong C_0(G)$, we get $M = W^*(A) \cong C_0(G)^{**}$. From Propositions 6.6 and 6.2 we conclude that this is also an isomorphism of coinvolutive Hopf-von Neumann algebras.

**Corollary 7.5.** If $\{0\} \neq M \cong \hat{M}$ and $M$ is commutative, then $M \cong C_0(G)^{**}$ for a locally compact group $G$.

**Theorem 7.6.** Let $M$ be cocommutative (i.e. $M_e$ is commutative) and $M \cong \hat{N}$ for some $N$. Then, if $\hat{M} \neq \{0\}$, there is a locally compact group $G$ such that $M \cong W^*(G)$.

**Proof.** As it is proved above, either $\hat{M} = \{0\}$ or there is a locally compact group $G$ such that $\hat{M} \cong C_0(G)^{**}$. Assume further the second case. Then, by definition of the dual algebra, $G$ is the set of unitary characters of $M_e$ which do not vanish on $M_e^0$, so we can consider $G$ as a subset of $M$. More precisely, fix an imbedding $\iota : G \rightarrow M$.

At the same time, every $g \in G$ is a character of $C_0(G) = C^*(M_e^0)$ and can be considered as an element of $\hat{M} = M(G)$: this is, of course, the measure $\delta_g$ concentrated on $g$. In our notation, this means that $\Phi_M(\delta_g) = 1(g)$. Under $\Phi_{\hat{M}}$, $\delta_g$ is mapped into $W^*(G) = \hat{M}$ in such a way that $D_M \Phi_{\hat{M}}(\delta_g) = 1(g)$ (by definition of $D_M$).

For the morphism $E_M : M \rightarrow \hat{M} \cong W^*(G)$, denote $u_g = E_M(1(g))$. Since $\hat{M} = C_0(G)^{**} \neq \{0\}$, $E_M$ is a unital *-homomorphism, so every $u_g$ is unitary. Since $E_M$ is a coalgebra morphism, we have $\Delta_{W^*(G)}(u_g) = (E_M \otimes E_M)(\Delta_M(1(g))) = u_g \otimes u_g$, so $u_g$ is a character of $B(G)$. This together implies that $u_g = \Phi_{\hat{M}}(\delta_h)$ for some $h \in G$.

By Proposition 7.3, $D_M(u_g) = D_M(E_M(1(g))) = 1(g)$, but at the same time $D_M(u_g) = D_M(\Phi_{\hat{M}}(\delta_h)) = 1(h)$. Thus, $g = h$. This implies that $E_M$ is in fact surjective, so this is an isomorphism, and the theorem is proved.

**8. $C^*$-algebraic version**

In this section we give a $C^*$-version of our construction. The class of $C^*$-algebras we use is different from coinvolutive Hopf $C^*$-algebras of Enock and
Vallin [6] and from Hopf $C^*$-algebras of Vaes and Van Daele [21]. We will use a different term for this reason. Some ideas of [21] are used.

Here we will need definitions related to multiplier algebras, see Subsection 2.2. Recall that for a homomorphism $\varphi : A \to M(B)$, we denote by $\bar{\varphi}$ its unique $(A^*, B^*)$-continuous extension to $M(A)$.

In the following definition the comultiplication is (as usual) a map $\Delta : A \to M(A \hat{\otimes} A)$. We can consider $M(A \hat{\otimes} A)$ as a subset of $W^*(A \hat{\otimes} A)$, and in this way we get a lifting of $\Delta$ to a map from $W^*(A)$ to $W^*(A \hat{\otimes} A)$. Composed with the canonical epimorphism $p : W^*(A \hat{\otimes} A) \to W^*(A) \hat{\otimes} W^*(A)$, this gives a morphism $\tilde{\Delta} : W^*(A) \to W^*(A) \hat{\otimes} W^*(A)$.

**Definition 8.1.** A coinvolutive $C^*$-bialgebra is a $C^*$-algebra $A$ with a comultiplication $\Delta : A \to M(A \hat{\otimes} A)$ and coinvolution $\kappa : A \to A$ such that:

(i) $\Delta$ is a non-degenerate $*$-homomorphism, such that its lifting $\tilde{\Delta} : W^*(A) \to W^*(A) \hat{\otimes} W^*(A)$ is injective;

(ii) $\kappa$ is a $*$-antihomomorphism such that $\kappa^2 = \text{id}$;

(iii) $(\Delta \otimes \text{id}) \Delta = (\text{id} \otimes \Delta) \Delta$ and $(\kappa \otimes \kappa) = \tilde{\theta} \Delta \kappa$, where $\theta$ is the flip map.

It is well known that with the natural morphisms of $C^*$-algebras, the correspondence $G \mapsto C_0(G)$ for a locally compact group $G$ is not functorial: not every group homomorphism $\varphi : G \to H$ gives by the pullback a morphism from $C_0(H)$ to $C_0(G)$. This justifies another definition: a morphism $\varphi \in \text{Mor}(A, B)$ between two $C^*$-algebras is a homomorphism $\varphi : A \to M(B)$. Some authors [14] require even more: that $\varphi$ is non-degenerate. But in our setting, as well as for morphisms of von Neumann algebras, it is better to allow degenerate morphisms too. This should agree with the Hopf structure as follows:

**Definition 8.2.** Let $A, B$ be coinvolutive $C^*$-bialgebras. A morphism $\varphi \in \text{Mor}(A, B)$ is a $*$-homomorphism $\varphi : A \to M(B)$ such that

(i) $\tilde{\Delta}_B \varphi = (\varphi \otimes \varphi) \Delta_A$, where the range of $\varphi \otimes \varphi$ is understood to be in $M(B) \hat{\otimes} M(B) \subset M(B \hat{\otimes} B)$;

(ii) $\tilde{\kappa}_B \varphi = \varphi \kappa_A$.

**Proposition 8.3.** Let $A$ be a coinvolutive $C^*$-bialgebra. Then the enveloping von Neumann algebra $W^*(A)$ of $A$ has a canonical structure of a coinvolutive Hopf-von Neumann algebra. If $\varphi : A \to B$ is a morphism of coinvolutive $C^*$-bialgebras, then its normal lifting $\tilde{\varphi} : W^*(A) \to W^*(B)$ is a morphism of coinvolutive Hopf-von Neumann algebras.

**Proof.** Since $\Delta$ is non-degenerate and $p$ is unital, $\tilde{\Delta}$ is also unital. Coassociativity of $\Delta$ together with uniqueness of these liftings implies that $\tilde{\Delta}$ is coassociative too.
Again by universality, $\kappa$ has a lifting to an anti-automorphism of $W^*(A)$. By continuity, 8.1(ii) implies the corresponding equality for $W^*(A)$.

It follows immediately from the identities 8.2(i, ii) that $\bar{\phi}$ is a morphism of coinvolutive Hopf-von Neumann algebras.

Next proposition is a simple fact on $C^*$-algebras. In the duality context it was applied, for example, in [21].

**Proposition 8.4.** Let $A$ be a $C^*$-algebra, and let $p_\alpha \geq 0$ be an increasing net in $A$. If $p_\alpha$ converges $A^*$-weakly in $A$, then it converges in norm.

**Proof.** Consider $p_\alpha$ as functions on the state space $S$ of $A$. Then they are continuous, nonnegative and increasing. Moreover, this net converges pointwise to some $p$. Since $S$ is compact, $p_\alpha \to p$ uniformly on it. This implies that in $A$, it converges in norm.

**Theorem 8.5.** Let $A$ be a coinvolutive $C^*$-bialgebra and let $M$ be its enveloping (Hopf)-von Neumann algebra. Then $\hat{A} = C^*(M_0^\kappa)$ has a canonical structure of a coinvolutive $C^*$-bialgebra.

**Proof.** It is enough to prove the theorem in the nontrivial case $\hat{A} \neq \{0\}$. We have seen in Section 6 that $W^*(\hat{A})$ is a coinvolutive Hopf-von Neumann algebra, and that $\hat{\kappa}$ maps $\hat{A}$ to itself. We need next to prove that $\hat{\Delta}(\hat{A}) \subset M(\hat{A} \hat{\otimes} \hat{A})$.

Recall that there is a map $\Phi : M_s \to \hat{M}$ extending the canonical inclusion of $M_s^0$ into its envelope. Suppose that $M$ acts on a Hilbert space $H$, and let $(e_\alpha)$ be an orthonormal basis of $H$. Denote $\varphi_{\alpha\beta} = \Phi(\mu_{e_\beta e_\alpha})$.

Consider $\hat{\Phi} : \hat{M}_s \to M$ as a representation of $\hat{M}_s$. It is unitary by Proposition 6.8. The coefficients of $\hat{\Phi}$ are $(\varphi_{\alpha\beta})$. It follows that for all $\alpha$, we have $\hat{A}^*$-weak convergence in $\hat{M}$:

\[\sum_\beta \varphi_{\alpha\beta} \varphi_{\alpha\beta}^* = \sum_\beta \varphi_{\beta\alpha}^* \varphi_{\beta\alpha} = 1.\]

By the [5, 1.4.2], $\hat{\Delta}(\varphi_{\alpha\alpha}) = \sum_\beta \varphi_{\alpha\beta} \otimes \varphi_{\beta\alpha}$ for every $\alpha$.

To show that $\hat{\Delta}(\varphi_{\alpha\alpha}) \in M(\hat{A} \hat{\otimes} \hat{A})$, it suffices to show that $(a \otimes b)\hat{\Delta}(\varphi_{\alpha\alpha})$ and $\hat{\Delta}(\varphi_{\alpha\alpha})(a \otimes b)$ are both in $\hat{A} \hat{\otimes} \hat{A}$ for all $a, b \in \hat{A}$.

Fix $\alpha$ and denote $p_\beta = \varphi_{\alpha\beta}$. Since $M_0^\kappa$ is an ideal in $M_s^*$, for every $a \in \Phi(M_0^\kappa)$ we have $ap_\beta \in \Phi(M_0^\kappa) \subset \hat{A}$. By continuity, $\hat{A} p_\beta \subset \hat{A}$, and similarly $p_\beta \hat{A} \subset \hat{A}$. Thus, $p_\beta \in M(\hat{A})$.

For $a \in \hat{A}$, from (15) we conclude that $\sum_\beta ap_\beta p_\beta^* a^* = aa^*$ for every $a \in \hat{A}$, weakly in $\hat{A}$. Applying Proposition 8.4, we see that this series converges also in norm.
For \( b \in \hat{A} \), we have \( \varphi_{\beta \alpha}^* b^* b \varphi_{\beta \alpha} \leq \|b\|^2 \varphi_{\beta \alpha}^* \varphi_{\beta \alpha} \). Then \( \sum_{\beta} \varphi_{\beta \alpha}^* b^* b \varphi_{\beta \alpha} \leq \|b\|^2 \sum_{\beta} \varphi_{\beta \alpha}^* \varphi_{\beta \alpha} = \|b\|^2 \), so the net of partial sums of this series is bounded.

Now we see that the series \( \sum_{\beta} a \varphi_{\alpha \beta} \otimes b \varphi_{\beta \alpha} \) converges in the Haagerup norm on \( \hat{A} \otimes \hat{A} \): for every finite subset \( B \) of indices,

\[
\left\| \sum_{\beta \in B} a \varphi_{\alpha \beta} \otimes b \varphi_{\beta \alpha} \right\|_h^2 \leq \left\| \sum_{\beta \in B} a \varphi_{\alpha \beta} \varphi_{\alpha \beta}^* a^* \right\| \left\| \sum_{\gamma \in B} \varphi_{\gamma \alpha}^* b^* b \varphi_{\gamma \alpha} \right\|.
\]

Hence, \( (a \otimes b) \Delta(\varphi_{\alpha \alpha}) \in \hat{A} \otimes_h \hat{A} \subseteq \hat{A} \otimes \hat{A} \). The other inclusion is proved identically. Thus, \( \Delta(\varphi_{\alpha \alpha}) \) is in \( M(\hat{A} \otimes \hat{A}) \) (and even in \( M(\hat{A} \otimes_h \hat{A}) \)). By polarization, we get this inclusion also for \( \hat{\Delta}(\varphi_{\alpha \beta}) \) for all \( \alpha, \beta \). Since the set of all \( \mu_{e_\alpha e_\beta} \) is total in \( M_* \) and as a consequence the set of all \( \varphi_{\alpha \beta} \) is weakly total in \( \hat{M} \), we get by continuity that \( \hat{\Delta}(\hat{A}) \subset \hat{\Delta}(\hat{M}) \) is also in \( M(\hat{A} \otimes \hat{A}) \). Clearly \( \hat{\Delta} \) is non-degenerate.

The equalities 8.1(ii) we have for granted, since they are valid in \( W^*(A) \).

**Definition 8.6.** Let \( A \) be a coinvolutive \( C^* \)-bialgebra. The coinvolutive \( C^* \)-bialgebra \( \hat{A} = C^*(M^0_\alpha) \) will be called the dual coinvolutive \( C^* \)-bialgebra of \( A \).

Now we can translate the von Neumann algebraic duality theorem into the language of \( C^* \)-algebras.

**Theorem 8.7.** Let \( CCB_0 \) be the category of coinvolutive \( C^* \)-bialgebras, and let \( CCB \) be the full subcategory of \( CCB_0 \) which has as its objects all \( A \in CCB_0 \) such that \( A \simeq \hat{A} \). Then \( \hat{\cdot} \) is a contravariant functor on \( CCB \), such that:

- \( C_0(\hat{G}) = C^*(G) \) and \( C^*(\hat{G}) = C_0(G) \), for every locally compact group \( G \);
- \( \hat{A} \simeq (\hat{A})^{\hat{\cdot}} \) for every Kac \( C^* \)-algebra \( A \);
- if \( A \neq \{0\} \) is commutative and \( A \simeq \hat{B} \) for some \( B \), then \( A \) is isomorphic to \( C_0(G) \) for some locally compact group \( G \);
- if \( \hat{A} \neq \{0\} \), \( A \) is co-commutative and \( A \simeq \hat{B} \) for some \( B \), then \( A \) is isomorphic to \( C^*(G) \) for some locally compact group \( G \).

**Proof.** The only statement to check is that the dual of a morphism is always well defined. Let \( \varphi : A \to M(B) \) be a morphism with \( A, B \in CCB \). Denote \( \mathfrak{A} = \mathfrak{B}^*(\mathfrak{M}) \), \( \mathfrak{B} = \mathfrak{B}^*(\mathfrak{M}) \). Composing with the canonical imbedding \( i : M(B) \to \mathfrak{B} \), we get a homomorphism \( i \circ \varphi : A \to \mathfrak{B} \) and its normal lifting \( \hat{\varphi} : \mathfrak{A} \to \mathfrak{B} \).

Consider the dual (in the sense of Proposition 6.9) morphism \( \hat{\varphi} : \mathfrak{B} \to \mathfrak{A} \). By definition, \( \hat{\varphi} \circ \Phi_{\mathfrak{B}} = \Phi_{\mathfrak{A}} \circ \varphi_* \) on \( \mathfrak{B}^W \). It follows that \( \hat{\varphi}(b) \in \Phi_{\mathfrak{A}}(\mathfrak{A}) \) for
every $b \in \Phi_{\mathfrak{H}}(\mathfrak{H}_s^W)$. Now, $\Phi_{\mathfrak{H}}(\alpha)^{\wedge} \subset \hat{A}$ for every $\alpha \in \mathfrak{H}_s$, since $\mathfrak{H}_s^W$ is an ideal in $\mathfrak{H}_s$. This implies that $\hat{\varphi}(B)$ is in $M(\hat{A})$, and the rest is obvious.

In conclusion, we will draw one more example of a dual algebra: $A = SU_2(n)$, considered with the unitary antipode. The dual is in this case very degenerate, $\hat{A} = C$. If we used the usual antipode, the second dual would be again $A$, but this would require changing the definitions as to allow the unbounded antipode. This will be done elsewhere.

**Example 8.8.** Let $A = SU_q(2)$ be the Woronowicz’s quantum $SU(2)$ group [24], $q \in \mathbb{R}$, $q \neq 0$. As every compact quantum group, $A$ is the closed linear span of the coefficients $u_{ij}^\alpha$ of irreducible finite-dimensional corepresentations $\pi^\alpha$ of $A$. In the case of $SU_q(2)$, one can index them by $\alpha \in \mathbb{N}_0$, so that the dimension of $\pi^\alpha$ is $2\alpha + 1$ (see, e.g., [12, 4.2]).

The usual antipode $S$ is given by $S(u_{ij}^\alpha) = u_{ji}^{\alpha^*}$, and does not extend to a bounded map on $A$. However, one can define [15, §5] a unitary map $\kappa$ on $A$ by $\kappa(u_{ij}^\alpha) = q^{-i-j}u_{ji}^{\alpha^*}$ such that $A$ becomes a coinvolutive $C^*$-bialgebra in the sense above (see [12, 4.2.4] to extend the formula for $\kappa$ from the fundamental representation to any $\alpha$).

Let $h$ be the Haar state on $A$. In $A^*$, we have a family of coordinate functionals $e_{ij}^\alpha$ such that $e_{ij}^\alpha(u_{kl}^\beta) = \delta_{i\beta} \delta_{j\delta}^{kl}$. As it follows from the orthogonality of $u_{ij}^\alpha$ with respect to the scalar product $\langle a, b \rangle = h(b^*a)$ [12, Theorem 17], they may be expressed in terms of $h$ as

$$e_{ij}^\alpha(x) = h((u_{ij}^\alpha)^*x)/h((u_{ij}^\alpha)^*u_{ij}^\alpha).$$

These functionals separate points of $A$: for $x \in A$, vanishing on every $e_{ij}^\alpha$ means being orthogonal to every $u_{ij}^\alpha$, and it is known that the set of $u_{ij}^\alpha$ is total in $A$ with $\langle \cdot, \cdot \rangle$. Denote by $I_\alpha$ the linear span of $e_{ij}^\alpha$ for fixed $\alpha$. This is a finite-dimensional ideal in $A^*$, so every irreducible representation $\pi$ is either zero or irreducible on $I_\alpha$. In the latter case it quickly follows that $\pi = \pi^\alpha$. Moreover, if a representation vanishes on every $I_\alpha$ then it is zero since $\cup I_\alpha$ separates points of $A$.

If we calculate the involution of $e_{ij}^\alpha$ using the antipode $\kappa$, we get that $(e_{ij}^\alpha)^* = q^{i-j}e_{ji}^\alpha$. At the same time, $\pi^\alpha(e_{ij}^\alpha)^* = \pi^\alpha(e_{ji}^\alpha)$, so that $\pi^\alpha$ is not involutive if $\dim \pi^\alpha > 1$. Thus, $\pi^\alpha$ is unitary only if $\pi^\alpha(\mu) = \mu(1)$.

Thus, we have only one (one-dimensional) unitary representation, and non-unitary representations do not separate points of $A^*$; thus, $\hat{A} = C$. 
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