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A STEIN CRITERION VIA DIVISORS FOR DOMAINS
OVER STEIN MANIFOLDS

DANIEL BREAZ and VIOREL VÂJÂITU

Abstract
It is shown that a domain X over a Stein manifold is Stein if the following two conditions are
fulfilled: a) the cohomology group Hi(X, O ) vanishes for i ≥ 2 and b) every topologically trivial
holomorphic line bundle over X admits a non-trivial meromorphic section.

As a consequence we recover, with a different proof, a known result due to Siu stating that a
domain X over a Stein manifold Y is Stein provided that Hi(X, O ) = 0 for i ≥ 1.

1. Introduction

Let Y be a complex manifold of pure dimension n. By a branched domain
(resp. domain) over Y we mean a couple (X, π) (or simply X) consisting
of a connected complex manifold X of dimension n and a holomorphic map
π : X −→ Y which has discrete fibers (resp. π is locally biholomorphic).
(Note that in this setting π is an open map.)

If π is injective, we say that X is a schlicht domain over Y ; in that case we
view X as an open subset of Y .

The (branched) domains over Cn are also called (branched) Riemann do-
mains. Note that Riemann domains over Cn appear naturally as domains of
existence of families of holomorphic functions defined on open subsets of Cn.

In this paper we prove the following result:

Theorem 1. Let Y be a Stein manifold of dimension n. Then a domain X

over Y is Stein provided the following two conditions are fulfilled:

a) The cohomology groups H 2(X, O ), . . . , Hn−1(X, O ) vanish.

b) Every holomorphic line bundle over X that is topologically trivial admits
a non trivial meromorphic section.

Remark 1. Note that for a holomorphic line bundle L over a connected
complex manifold M the following statements are equivalent:

• L is associated to a Cartier divisor.

• L admits a non-trivial meromorphic section.
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(This follows easily because every stalk OM,ζ is a factorial ring!)
Furthermore L is the line bundle of an effective divisor if and only if L has

a nontrivial global holomorphic section.

Now a few comments on the statement of the theorem are in order here.
We use the hypothesis b) as follows. We cover X with two open sets X1

and X2 and let ξ12 ∈ O (X1 ∩ X2). With exp(ξ12) as transition function one
gets a holomorphic line bundle L over X which is topologically trivial. The
hypothesis reads: for every ξ12 ∈ O (X1 ∩X2) there are meromorphic functions
m1 on X1 and m2 on X2 such that

exp(ξ12) = m1/m2.

This furnishes a way to produce examples where condition b) fails. See Lem-
ma 2 in §2.

On the other hand condition a) holds in each of the subsequent settings:

i) either X admits a Stein morphism into a Stein space S, meaning that there
is a holomorphic map f : X −→ S together with an open covering of S

by open sets V such that f −1(V ) are Stein (see [16]);

ii) or X is the union of two Stein open sets, a posteriori if X is 2-complete.

Note. A complex manifold Z is called q-complete (the normalization is
such that “1-complete ≡ Stein”) if there is a smooth function ϕ ∈ C∞(Z, R)

which is exhaustive and its Levi form L(ϕ, ·) has at any point of X at most q−1
non-positive eigenvalues. It is known from [3] that a q-complete manifold has
trivial cohomology for coefficients in coherent analytic sheaves in dimension
from q on.

On the other hand, in the surface case the condition a) is superfluous, so
one has:

Proposition 1. A domain (X, π) over a smooth Stein surface is Stein if
every topologically trivial holomorphic line bundle on X is associated to some
Cartier divisor.

Here we mention that an important point in the proof of this proposition is
the generalization of the notion of boundary map from [8]; for more details
see §4 and Proposition 3.

Remark 2. Although this proposition might be seen as a particular case of
Theorem 1, it is, in fact, the starting induction step in the proof of our theorem.

Also, from this proposition we recover a result due to Abe [1] when X is a
schlicht domain.
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Theorem 1 has several consequences. First it gives another proof of a the-
orem due to Siu ([21], Theorem B):

Corollary 1. Let X be a domain over a Stein manifold of dimension n

such that Hk(X, O ) = 0 for k = 1, 2, . . . , n − 1. Then X is Stein.

Proof. This is because under the hypothesis of the corollary every topo-
logically trivial holomorphic line bundles on X is holomorphically trivial and
since each meromorphic function on Y lifts via π to a meromorphic function
on X, whence condition b) is trivially fulfilled.

Second, it extends Ballico’s result (see [5], Theorem 1, p. 23) as well as
Abe’s main result in [1]. But, before quoting them, let us recall that a real-
valued smooth function ϕ of class C∞ on a complex manifold X is called
weakly q-convex if the Levi form of ϕ, L(ϕ, ·), has at any point of X at most
q − 1 strictly negative eigenvalues. An open set � of X is said to be weakly q-
pseudoconvex if locally its boundary is defined by a weakly q-convex function.
It is known from [3] that a weakly q-pseudoconvex domain in a Stein manifold
is q-complete; a fortiori it has trivial cohomology for coefficients in coherent
analytic sheaves in dimension from q on.

Theorem. Let Y be a Stein manifold and X ⊂ Y a weakly 2-pseudoconvex
open subset. Then the following conditions are equivalent:

a) X is Stein;

b) Every holomorphic line bundle on X is associated to an effective Cartier
divisor on X.

This in turn has been extended in [2] to:

Theorem. Let X be an open set in a Stein manifold Y of dimension n

such that Hk(X, O ) = 0 for 2 ≤ k < n. Then X is Stein provided that every
holomorphic line bundle on X is associated to an effective Cartier divisor on
X.

Finally, we mention that, besides Proposition 1, another key point in the
proof of Theorem 1 is a Lelong type characterization theorem for domain over
Stein manifolds (see also Theorem 3 and Proposition 2 in §3), namely:

Theorem 2. Let Y be a connected Stein manifold of dimension n ≥ 3.
Let (X, π) be a domain over Y . Then X is Stein if π−1(Zf ) is Stein, for any
holomorphic function f on Y such that its zero set Zf is smooth and f has
multiplicity one on every connected component of Zf .
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2. Preliminaries

Let X be a reduced complex space. Let DX denote the sheaf of Cartier divisors
on X, that is DX = M�

X/O �
X, so that one has a natural short exact sequence on

X

(�) 1 −→ O �
X −→ M�

X −→ DX −→ 0.

We denote the group H 0(X, DX) by Div(X). The elements of Div(X) are
called Cartier divisors on X.

A Cartier divisor D is called effective if it is in the image of the canonical
map H 0(X, OX ∩ M�

X) −→ H 0(X, DX).
To every divisor D on X one associates in a canonical way an invertible sheaf

OX(D), which is a subsheaf of MX and determines canonically an equivalence
class of holomorphic line bundles; in other words an element of the Picard
group of X, denoted by Pic(X). It is known that Pic(X) is isomorphic to
H 1(X, O �

X). As a matter of fact, the short exact sequence in (�) induces a
canonical map

δX : Div(X) −→ Pic(X),

sending Cartier divisors into their canonically associated class of holomorphic
line bundles and δX is a homomorphism of groups.

The kernel of δX is clearly understood as the set of principal divisors, i.e.
those divisors defined by globally meromorphic functions on X that are invert-
ible, that is M(X)�.

On the other hand there are a couple of natural hypotheses to guarantee
that every holomorphic line bundle arises from a divisor, meaning that δX is
surjective, namely if:

• either X is a projective algebraic manifold ([14], p. 161) or

• X is a Stein space ([12], p. 149).

Therefore it is an interesting question to study the geometry of X under the
assumption that δX is surjective.

This is done when X is an open set of a Stein manifold Y of dimension two
as shown by Abe [1], namely the surjectivity of δX implies that X is Stein (see
§1). (We do not know whether or not if the surjectivity of δX implies that X is
Stein if we allow singularities for Y . However, one can prove that X is locally
Stein at boundary points of X which are non-singular points for Y . See the
subsequent Theorem 4.)

This result does not extends in this form to higher dimensions; for instance
in the case of the non-Stein open set X = C3 \ {0} in C3 the map δX is trivially
surjective.
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Let Pic0(X) denote the subgroup of Pic(X) consisting of topologically
trivial holomorphic line bundles. Granting the exponential sequence,

0 −→ Z −→ OX −→ O �
X −→ 1,

the subgroup Pic0(X) of Pic(X) is the image of the canonical map from
H 1(X, OX) into Pic(X). Therefore Pic0(X) is trivial if X satisfies the so called
Cousin condition H 1(X, OX) = 0, which guarantees the universal solvability
of the additive Cousin problem.

Lemma 1. Let � be a smooth Stein surface such that H 2(�, Z) = 0. Let
A ⊂ � be a discrete subset. Then a holomorphic line bundle L over � \ A

admits a non-trivial meromorphic section if, and only if, L is analytically
trivial. In particular, � \ A is a Thullen type domain (i.e. the multiplicative
Cousin problem is universally solvable).

Proof. We prove the “only if” assertion because the reverse implication is
trivial. So let σ be a meromorphic section of L. If σ has no pole or zero, then
σ is a nowhere vanishing holomorphic section of L so that L is holomorph-
ically trivial. Now, as div(σ ) is non empty, its support has pure dimension
one; thus its closure defines a divisor on � where every multiplicative Cousin
problem is universally solvable (thanks to the hypothesis). Therefore there is a
meromorphic function m on � whose canonically associated divisor restricted
to � \ A is div(σ ). It follows that σ/m is a nowhere vanishing holomorphic
section of L, whence the conclusion.

To show the additional statement, let {(Ui, mi)}i be multiplicative Cousin
data, that is {Ui}i is an open covering of � \ A and mi ∈ M�(Ui) such that
mi/mj ∈ O �(Ui ∩ Uj). One gets a holomorphic line bundle over � \ A that
has a non-trivial meromorphic section so that this holomorphic line bundle is
trivial, which means that there is m ∈ M�(� \ A) such that m/mi ∈ O �(Ui),
concluding the proof.

Here we show a simple

Lemma 2. Let D be a Stein open set in C2. Let (a, b) ∈ D and set X :=
D \ {(a, b)}. Then the (topologically trivial) holomorphic line bundle on X

defined by exp(1/(z1 − a)(z2 − b)) is not associated to a Cartier divisor on
X.

Proof. Assume, in order to reach a contradiction, that the corresponding
line bundle L comes from a Cartier divisor. So L is analytically trivial from
Lemma 1. There is no loss in generality to assume that a = b = 0 and after
restriction and scaling to deal with the case D = 
 × 
. Hence there are
h1 ∈ M�(
� × 
) and h2 ∈ M�(
 × 
�) such that h1/h2 = exp(1/z1z2).
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Using the exponential sequence we deduce that there are integers m and n and
holomorphic functions f ∈ O �(
� × 
) and g ∈ O �(
 × 
�) such that

zm
1 exp(f ) = zn

2 exp(g) exp 1/z1z2

so that we obtain zm
1 z−n

2 = exp(−f + g + 1/z1z2). If either m or n is not
zero, restricting this equation to {z2 = 1/2} or {z1 = 1/2} accordingly, we
get a continuous branch of the logarithm on 
�, which is not possible. Thus
m = n = 0 which implies that 1/z1z2 = f − g + c on 
� × 
� for some
c ∈ C which, again is not possible. The lemma follows.

In particular, the holomorphic line bundle on C2 \{0} defined by exp(1/zw)

does not arises from a Cartier divisor.

3. Proof of Theorem 2

Below we first extend a well-known result due to Lelong [19] stating that an
open set D in Cn, n ≥ 3, is Stein if for every affine hyperplane H of Cn its trace
H ∩ D is Stein, to the following:

Theorem 3. Let (D, π) be a Riemann domain over Cn with n ≥ 3. Assume
that for every point z ∈ D there is a dense subset Hz ⊂ Gr(n− 1, n) such that
for any hyperplane � ∈ Hz, π−1(�) is Stein. Then D is Stein.

Proof (sketch). Here Gr(n − 1, n) is the Grassmann complex manifold
of all complex hyperplanes of Cn passing through the origin.

Denote by S the unit sphere in Cn, i.e. S = {w ∈ Cn : ‖w‖ = 1}. For each
w ∈ S define the Hartogs radius of (D, π) in direction w as a function

Rw : D −→ (0, ∞],

where for ξ ∈ D we set Rw(ξ) := the supremum of all r > 0 such that there
is a neighborhood U of ξ in π−1(Lw) which is mapped biholomorphically via
π onto a disc in Lw centered at π(ξ) and of radius r , where Lw is the complex
line Lw = {π(ξ) + tw : t ∈ C}.

Then Rw is lower semi-continuous and if δ denotes the boundary distance
function for the domain (D, π) over Cn, then

δ = inf
w∈S

Rw.

In general note that − log Rw is subharmonic on π−1(ζ +Cw) for all ζ ∈ Cn.
Moreover, if D is Stein, then each − log Rw is plurisubharmonic.

Then our proof reduces, via standard arguments to the following (see [23],
Prop. 4, p. 511):
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Lemma 3. Let � be an open set in Cn and ϕ be an upper semi-continuous
function on �. Then ϕ is plurisubharmonic if, for every point a ∈ � there is
a dense subset Ta ⊂ S such that the restriction of ϕ to ({a} + C · w) ∩ � is
subharmonic for all w ∈ Ta .

In the same vein we have:

Proposition 2. Let (D, π) be a Riemann domain over Cn. If, for every point
z ∈ D there is a dense subset �z ⊂ Gr(2, n) such that for any � ∈ �z, π−1(�)

is Stein, then D is Stein.

Remark 3. A similar statement to Theorem 3 for branched Riemann do-
mains does not hold. More precisely, there is a non Stein complex manifold
D of dimension three and a holomorphic map π : D −→ C3 making D a
branched Riemann domain over C3 and, however, for every hypersurface � of
C3, π−1(�) is Stein.

This can be done using the counter-example to the hypersection problem
(see [7], Theorem 0.1, p. 176) and a theorem of Grauert [13] asserting that for a
reduced complex space X of dimension k which is holomorphically spreadable
at any point (by this we mean that for any x0 ∈ X there is a holomorphic
mapping F : X −→ CN , with N that might depend on x0, such that x0 is
isolated in its fibre F−1(F (x0))), there is a holomorphic map τ : X −→ Ck

with discrete fibers.
More precisely, from ([7], see also [6]) there is a normal Stein space X of

dimension three and an analytic subset A ⊂ X of dimension two, containing
the singular set of X, such that the for any hypersurface � of X (analytic
subset of X of pure dimension two), (X\A)∩� is Stein. Now, as X is Stein, a
fortiori holomorphically spreadable at any point, there is a holomorphic map
π : X −→ C3 with discrete fibers so that D := X \ A is as desired.

Now, in order to complete the proof of Theorem 2 we proceed as follows.
For a complex manifold Y we introduce a subset O �(Y ) of O (Y ) which consists
of all holomorphic functions f on Y such that the following two properties
hold:

• its zero set Zf = {y ∈ Y ; f (y) = 0} is non-singular and

• the multiplicity of f along each connected component of Zf is one.

Regarding this class of functions we notice a straightforward functorial prop-
erty, namely if W is a domain over Y , then π�(O �(Y )) ⊂ O �(W).

A few remarks are in order here. First, for Y a Stein manifold, by using
Bertini type arguments, one shows that there are “enough functions” in O �(Y ).
As a matter of fact, let Y ↪→ CN be a holomorphic embedding. It is known by
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Siu’s theorem that Y has a Stein open neighborhood W in CN such that there
is a holomorphic retract ρ : W −→ Y .

For every λ ∈ CN−1, we let fλ be the restriction to Y of the linear function
λ1z1 + · · · + λN−1zN−1 , where z1, . . . , zN−1, zN are the coordinate functions
of CN . It is shown (see [23], p. 523) that the set

{λ ∈ CN−1; ∃ y ∈ Y, such that fλ(y) = 0 and dfλ(y) = 0}
has zero Lebesgue measure in CN−1. Thus the restrictions of such f ’s to Y will
be in O �(Y ).

As an immediate consequence of this fact we deduce the following: For α ∈
CN , α = (α1, . . . , αN), we let gα be the restriction to Y of the linear function
α1z1 + · · · + αNzN , where z1, . . . , zN−1, zN are the coordinate functions of
CN . Then the set

T := {α ∈ CN ; ∃ y ∈ Y, such that gα(y) = 0 and dgα(y) = 0}
has zero Lebesgue measure in CN . (For this one consider the above setting in
CN+1 with X × {0} and B × C instead of X and B respectively.)

Notice that for α ∈ CN \ T , Zgα
is a complex submanifold of Y and the

multiplicity of gα along each connected component of Zgα
is one.

Now consider the following cartesian square of canonically induced holo-
morphic mappings

�
τ

X

σ π

W
ρ

Y

where � = {(w, x) ∈ W × X; ρ(w) = π(x)} so that (�, σ ) becomes a
domain over W ⊂ CN . Note also that � is a closed complex submanifold of
the product W × X.

Let ι : Y ↪→ B be the canonical inclusion. As ρ is a holomorphic retract,
ρ ◦ ι = idY . Therefore the mapping from X into �

X  x �→ ((ι ◦ π)(x), x) ∈ �

is a holomorhic embedding. Hence to show that X is Stein reduces to prove
that � is Stein.

For α ∈ CN \T , which is a dense subset of CN , we let Hα be the hyperplane
in CN given by the vanishing of α1z1+· · ·+αNzN . Clearly these {Hα}α induces
a dense subset H of Gr(N − 1, N) and, for every H ∈ H , σ−1(H ∩ W) is a
closed analytic subset of W × π−1(H ∩ Y ). But π−1(H ∩ Y ) is Stein thanks
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to the hypothesis. But W is Stein, hence W × π−1(H ∩ Y ) is Stein, so that
σ−1(H ∩W) is Stein being a closed complex submanifold of a Stein manifold.

Therefore from Theorem 3 we get readily the proof of Theorem 2.

4. A remark on pseudoconvex domains

The point we want to address in this section concerns a weakening of the
notion of pseudoconvex domain over a complex euclidean space. In order to
do this, let us recall some facts about boundary points of domains over complex
spaces (see [10], p. 101). Let (X, π) be a domain over a complex manifold Y .
Consider sequences {xn}n of points in X with the following properties:

(1) {xn} has no cluster point in X;

(2) The sequence of images {π(xn)} has a limit point a ∈ Y ;

(3) For every connected open neighborhood V of a in Y there is n0 ∈ N such
that for n, m ≥ n0 the points xn and xm can be joined by a continuous
path γ : [0, 1] −→ X with π ◦ γ ([0, 1]) ⊂ V .

Two such sequences {xn}, {yn} are called equivalent if the sequence {zn} defined
by z2n+1 = xn and z2n = yn satisfies the above three properties, or equivalently
that:

(1) lim π(xn) = lim π(yn) = a.

(2) For every connected open neighborhood V of a in Y there is n0 ∈ N such
that for n, m ≥ n0 the points xn and ym can be joined by a continuous
path γ : [0, 1] −→ X with π ◦ γ ([0, 1]) ⊂ V .

An accessible boundary point is an equivalence class of such sequences. Let
bX be the set of accessible boundary points of X. (Even if X is schlicht, this
set may be different from the topological boundary ∂X. There may be points
in ∂X that are not accessible, and it may happen that an accessible boundary
point is the limit of two inequivalent sequences.)

We define X̂ = X ∪ bX. If ξ is an accessible boundary point defined
by a sequence {xn}, we define a neighborhood of ξ in X̂ as follows: Take
a connected open set U in X such that almost all xn lie in U . Then add all
accessible boundary points defined by sequences {yn} such that almost all yn

lie in U and lim π(yn) is a cluster point of π(U). For an ordinary point x ∈ X

its neighborhood system in X̂ is the same as in X.
With this neighborhood definition X̂ becomes a separated space and π

extends to a continuous map π̂ : X̂ −→ Y , π̂(ξ) = a = lim π(xν). Observe
that π(bX) is contained in ∂π(X) (topological boundary of π(X) with respect
to Y ) and for every point ξ ∈ bX there is a continuous path α : [0, 1] −→ X̂

such that α(1) = ξ and α(s) ∈ X for s ∈ [0, 1).
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The following lemma is Satz 4 in [8].

Lemma 4. Let T be a locally connected topological space and N ⊂ T be a
nowhere dense subset of T nowhere disconnecting T . Let (X, π) be a domain
over a complex manifold M , τ : T \ N −→ X a continuous map such that
π ◦ τ extends to a continuous mapping from T to M . Then τ extends uniquely
to a continuous mapping τ̂ : T −→ X̂.

Now let (X, π) be a Riemann domain over Cn. (Notice that if (X, π) is a
domain over an open set � ⊂ Cn with canonical injection ι : � −→ Cn, then
(X, ι ◦ π) is a Riemann domain over Cn.)

Let G := {(t1, . . . , tn) ∈ Cn; |t1| ≤ 1, |t2| < 1, . . . , |tn| < 1} be the semi-
closed unit polydisc, and bG := {t ∈ G; |t1| = 1}.

A boundary map for (X, π) is a continuous map � : G −→ X̂ which fulfils
the following three conditions:

(1) �(bG) is relatively compact in X and �(int G) ⊂ X.

(2) �(G) ∩ bX �= ∅.

(3) The map π̂ ◦ � extends to a biholomorphic map from Cn onto itself,

G
�

X̂

π̂

Cn F Cn

Remark 4. Notice that in [8] it is required that π̂ ◦ � extends to a biholo-
morphic map only from an open neighborhood of G in Cn onto an open subset
in Cn.

The next proposition is a slightly generalization of ([8], Satz 7, p. 111).

Proposition 3. Let (X, π) be a Riemann domain over Cn and δ the bound-
ary distance function. If (X, π) admits no boundary map, then − log δ is plur-
isubharmonic.

Proof. For the commodity of the reader we supply some arguments of
the proof. First, without any loss in generality we may assume that X is not
biholomorphic to Cn via π so that δ is finite.

Now we proceed by contradiction, so assume that − log δ is not plur-
isubharmonic. Thus there is a complex line E in Cn such that − log δ|π−1(E)

is not subharmonic. After an affine transformation we may consider E =
C × {(0, . . . , 0)} ⊂ Cn. By standard arguments we arrive at the following situ-
ation: there is a holomorphic map f : V −→ X, where V is a non-empty open
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subset of C, such that π ◦ f (z) = (αz + β, 0, . . . , 0) (α ∈ C�, β ∈ C), a disk
K ⊂ V and a holomorphic polynomial g in one complex variable such that:

• − log δ(f (z)) < Re g(z) on ∂K and

• − log δ(f (z0)) > Re g(z0) for some z0 ∈ K .

This gives that

• δ(f (z)) > |e−g(z)| for every z ∈ ∂K

• there is z0 ∈ K such that δ(f (z0)) < |e−g(z0)|
Now define the open subset U of Cn by:

U := {w ∈ Cn; ∃ z ∈ K, ‖w − π(f (z))‖ < δ(f (z)}.
It is easily seen that U is a connected neighborhood of L := π(f (K)) in Cn and
that there is a holomorhic section σ of π , that is σ : U −→ X is holomorphic
such that π ◦ σ = idU and σ(π(f (z))) = f (z) for all z ∈ K .

As a matter of fact, if we denote for x ∈ X by �(x) the open subset of
X containing x and biholomorphic via π to the euclidean ball B(π(x), δ(x)),
then

σ(U) =
⋃
z∈K

�(f (z)).

(Note that no set �(x) is relatively compact in X!) Then for each c > 0
consider the holomorphic mapping

�c : C × Cn−1 −→ Cn

defined by

�c(z, t) = (αz + β, t1e
−g(z), ct2, . . . , ctn−1), (z ∈ C, t ∈ Cn−1).

Clearly �c is a biholomorphic map of Cn onto itself, �c(K × {0} = L ⊂ U

and ‖�c(z0, 1, 0, . . . , 0) − π(f (z0))‖ > δ(f (z0)).
Now select c > 0 small enough such that �c(∂K × 
n−1) ⊂ U and let

r ∈ (0, 1] be the supremum of all s ∈ (0, 1] such that �c(K ×
n−1(s)) ⊂ U .
(Here 
n−1(s) is the polydisc of center 0 in Cn−1 and polyradius (s, . . . , s).)

Setting � := σ ◦(�c|K×
n−1(r)) one has that �(∂K × 
n−1(r)) is relatively
compact in X and that �(K × 
n−1(r)) lies in X but it is not relatively compact
in X.

Then, thanks to Lemma 4 we can extend � to a boundary map from K ×

n−1(r) to X̂ contradicting the hypothesis, whence the proof.

We give:
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Definition 1. A domain (X, π) over a connected complex manifold Y of
pure dimension n is said to be weakly pseudoconvex if, for any point y0 ∈ Y

there is a local chart V around y0 in Y , where V is viewed as an open set in Cn,
such that the canonically induced Riemann domain (π−1(V ), π |π−1(V )) over
Cn admits no boundary map.

Lemma 5. A domain (X, π) over a connected Stein manifold Y is Stein if,
and only if, (X, π) is weakly pseudoconvex over Y .

Proof. Let x0 ∈ X. There is an open neighborhood V of π(x0) in Cn such
that U := π−1(V ) admits no boundary map; hence − log δU is plurisubhar-
monic. (Here δU is the boundary distance function of the Riemann domain
π : U −→ Cn.) But δ = δU on a neighborhood of x0. Therefore − log δ is
plurisubharmonic near x0. As x0 is arbitrarily chosen in X, we deduce that
− log δ is plurisubharmonic on X. Then, thanks to Oka’s classical theorem
(see [20]), X follows Stein, as desired.

5. Proof of Proposition 1

We follow ideas from [18]. Assume, in order to reach a contradiction, that
X is not Stein. Thus there is a point y0 ∈ Y such that, for every Stein open
neighborhood V of y0, π−1(V ) fails to be Stein. Since Y is Stein and smooth,
there is a holomorphic map f = (f1, f2) : Y −→ C2 such that f (y0) = 0,
f −1(0) = {y0} and f maps biholomorphically an open neighborhood W of y0

in Y onto 
(2) × 
(2).
Granting Lemma 5 and Proposition 3, after scaling and standard arguments,

there is ε ∈ (0, 1) such that setting W(ε) := {y ∈ W ; f (y) ∈ 
(1 + ε) ×

(1 + ε)}, one has: there is F ∈ Aut(C2) and a holomorphic mapping σ :
H(ε) −→ X such that F extends f ◦ (π ◦ σ), and there is a point (α, β),
|α| ≤ 1 − ε, β = 1, such that (α, β) �∈ f (π(X) ∩ W(ε)), where

H(ε) = {(z1, z2) ∈ C2; 1 − ε < |z1| < 1 + ε, |z2| < 1 + ε} ∪ (
 × 
).

Clearly, Ĥ (ε), the envelope of holomorphy of H(ε) is 
(1 + ε) × 
(1 + ε).
Set Y � := {y ∈ Y ; |f1(y)| < 1 + ε}, Y1 := {y ∈ Y �; |f2(y)| < 1 + ε} and
Y2 := {y ∈ Y �; |f2(y)| > 1 + ε/2}.

Then, as {Y1, Y2} is an open covering of the Stein manifold Y �, it follows
that H 1({Y1, Y2}, O ) = 0. Hence there are h1 ∈ O (Y1) and h2 ∈ O (Y2) such
that

h2 − h1 = 1/(f2 − β).

We define the meromorphic function m on Y � by setting

m =
{

h1 + 1/(f2 − β) on Y1,

h2 on Y2.
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Consider the sets X1, X2 in X defined by X1 = π−1({f1 �= α}) and X2 =
π−1({f2 �= β} ∩ Y �). Clearly {X1, X2} form an open covering of X.

Let m̂ be the lifting of m to π−1(Y �); f̂i = fi ◦ π , i = 1, 2. One verifies
that m̂/(f̂1 − α) is holomorphic on X1 ∩ X2. Thus, granting the hypothesis,
there are g′

1 ∈ M�(X1) and g2 ∈ M�(X2) such that

exp
m̂

f̂1 − α
= g′

1

g2
.

Therefore g1 := g′
1 exp(−ĥ1/(f̂1 − α)) is meromorphic on π−1(Y1) ∩ X1.

Let H1 := H(ε)\{z1 = α} and H2 := H(ε)\{z2 = β}. Let v1 and v2 be the
meromorphic functions on H1 and H2 induced by g1 and g2 respectively (via
σ ). By Proposition 3 from [18], v1 and v2 extend to meromorphic invertible
functions ṽ1 and ṽ2 on Ĥ (ε) \ {z1 = α} and Ĥ (ε) \ {z2 = β}. It then follows
ṽ1/̃v2 = exp(1/((z1 − α)(z2 − β)) which contradicts Lemma 2, whence the
proof of Proposition 1.

Remark 5. If we allow singularities for Y one obtains that (X, π) is locally
Stein over any regular point of Y , that is every point y ∈ Reg(Y ) admits an
open neighborhood V such that π−1(V ) is Stein.

Furthermore, the method from above cannot be used to solve the analogous
question for open sets in normal Stein surfaces. Take Y to be the normal cone
Y = {(x, y, z) ∈ C3; x3 + y3 + z3 = 0} and X := Y \ {(0, 0, 0)}. Then for
any Hartogs pair (�̂, �) in C2 and any holomorphic map f : �̂ −→ Y with
f (�) ⊂ X, it follows that f (�̂) ⊂ X. This results easily from [9] because X

verifies the disc theorem.

6. Proof of Theorem 1

We want to apply Theorem 2 so we claim that for each f ∈ O �(Y ) the following
holds (for the notation, see §3):

Let X′ be a connected component of the smooth complex hypersurface of
X given as the zero set of f ◦ π . Then one has:

a′) H 2(X′, O ) = 0 for i ≥ 2.

b′) Pic0(X′) ⊂ Im(δX′).

(Of course condition a′) is void if n = 2.) Then the proof is completed by using
Theorem 2 and induction over n = dim(X); so that it is here where we need
n ≥ 3 so we have to start our induction with the case n = 2 which is settled
by Proposition 1.

Now, to proceed with the proof of the claim, let g = f ◦π . Then g ∈ O �(X).
Consider a connected component Y ′ of Zf = {y ∈ Y ; f (y) = 0} such that
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π(X′) ⊂ Y ′. Let π ′ := π |X′ . Clearly (X′, π ′) is a domain over the connected
Stein manifold Y ′ of dimension n − 1. Moreover, as f has multiplicity one on
Y ′, the same is true for g over X′. Therefore the multiplication by g induces a
short exact sequence over X:

0 −→ O −→ O −→ OX′ −→ 0

which implies readily that Hi(X′, O ) vanishes for i ≥ 2, whence a′), and that
the restriction map H 1(X, O ) −→ H 1(X′, O ) is surjective.

Observe now that there is a natural restriction ρ : Pic(X) −→ Pic(X′);
moreover, from a standard commutative diagram obtained from the exponential
sequence and because the restriction H 1(X, O ) −→ H 1(X′, O ) is surjective,
ρ induces a surjective mapping ρ0 : Pic0(X) −→ Pic0(X′).

Lemma 6. There is a canonical restriction map

β : Div(X) −→ Div(X′)

making the following diagram commutative

Div(X)
δX Pic(X)

β ρ

Div(X′) δX′
Pic(X′)

Here we would like to clarify a point concerning divisors and their restric-
tions, which might cause confusions. To a divisor D of Div(X) we associate
canonically an invertible subsheaf OX(D) of MX. Now, if π : Y −→ X is a
morphism from another complex space Y into X, the pull-back π�OX(D) of
OX(D) is an invertible sheaf on Y , hence defines a linear equivalence class
of divisors on Y (improperly) denoted by π�D. Only the linear equivalence
class of π�D is well-defined in general; however, when Y is reduced and D

is a divisor (Ui, fi) whose support does not contain an image of a irreducible
component of Y , the collection (π−1(Ui), fi ◦π) defines a divisor π�D in that
class. In particular, it makes sense to restrict a Cartier divisor to a subvariety
not contained in its support, and to restrict a Cartier divisor class to any sub-
variety. Thus one should be careful when considering restrictions of divisors
to subspaces.

However, due to the particular form of the hypersurface X′, in the setting
we are dealing with it is possible to define a natural restriction

β : Div(X) −→ Div(X′)

enjoying the properties stated in the above lemma.
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Let D be a divisor on X defined by {(Ui, mi)}i∈I . Clearly we may assume
that each Ui ∩ X′ is connected (the empty set is connected!). It is readily seen
that each mi can be uniquely written as mi = m′

if
νi for some νi ∈ Z and

m′
i ∈ M�(Ui) and the intersection of the pole set as well as the zero set of m′

i

with X′ has complex dimension less than n− 1. This implies νi = νj for those
indices i and j such that Ui and Uj intersect X′ in a non empty set. Therefore
m′

i |U ′
i
∈ M�(U ′

i ), where U ′
i = Ui ∩ X′. It follows that {(U ′

i , m
′
i |U ′

i
)} defines a

Cartier divisor D′ in Div(X′) which is the desired image of β(D) so that the
restriction map β is defined.

Furthermore, it is not difficult to see that the diagram of the lemma is
commutative.

Now, to proceed with the proof of the claim, since by hypothesis Pic0(X)

is contained in the image of δX, the surjectivity of ρ0 and the lemma from
above imply immediately that Pic0(X′) is contained in the image of the map
δX′ . Thus the claim, whence the proof of the theorem.

In the same circle of ideas we state here a variant of Theorem 1 for the
singular case that can be obtained along the same lines with a little more care,
namely

Theorem 4. Let Y be a Stein space of pure dimension n ≥ 2 and (X, π)

a domain over Y . Assume that Hk(X, O ) = 0 for 2 ≤ k < n and that every
topologically trivial holomorphic line bundle over X is associated to some
Cartier divisor. Then X is locally Stein over each regular point of Y .

Notice that when (X, π) is schlicht and Y has at worst Cohen-Macaulay sin-
gularities we recover a result in [2]. Also in the surface case the cohomological
vanishing condition is superfluous.

Acknowledgements. We thank the referee for pertinents comments on
a preliminary version of this paper.
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