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SZEMERÉDI’S THEOREM, FREQUENT
HYPERCYCLICITY AND MULTIPLE

RECURRENCE

GEORGE COSTAKIS and IOANNIS PARISSIS∗

Abstract
Let T be a bounded linear operator acting on a complex Banach space X and (λn)n∈N a sequence
of complex numbers. Our main result is that if |λn|/|λn+1| → 1 and the sequence (λnT n)n∈N
is frequently universal then T is topologically multiply recurrent. To achieve such a result one
has to carefully apply Szemerédi’s theorem in arithmetic progressions. We show that the previous
assumption on the sequence (λn)n∈N is optimal among sequences such that |λn|/|λn+1| converges
in [0,∞]. In the case of bilateral weighted shifts and adjoints of multiplication operators we
provide characterizations of topological multiple recurrence in terms of the weight sequence and
the symbol of the multiplication operator respectively.

1. Introduction

In this note we discuss how some notions in dynamics of linear operators are
connected to classical notions in topological dynamics using in an essential
way Szemerédi’s theorem in arithmetic progressions. Let us first fix some
notation. As usual the symbols N, Z stand for the sets of positive integers and
integers respectively. Throughout this paper the letterX will denote an infinite
dimensional separable Banach space over the field of complex numbers C. We
denote by D the open unit disk of the complex plane centered at the origin and
by T the unit circle. For x ∈ X and r a positive number we denote by B(x, r)
the open ball with center x and radius r , i.e.,B(x, r) = {y ∈ X : ‖y−x‖ < r}.
For a subsetD of X the symbolD denotes the closure ofD. In general T will
be a bounded linear operator acting on X. For simplicity we will refer to T as
an operator on X.

Definition 1.1. The operator T is called hypercyclic if there exists a vector
x ∈ X whose orbit under T , i.e., the set

Orb(T , x)
def= {T nx : n = 0, 1, 2, . . .},
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is dense in X and in this case x is called a hypercyclic vector for T .

Under our assumptions onX, it is easy to check that hypercyclicity is equi-
valent to the notion of topological transitivity, i.e., T is topologically transitive
if for every pair (U, V ) of non-empty open sets ofX there exists a positive in-
teger n such that T nU ∩V �= ∅. Hypercyclicity is a phenomenon which occurs
only in infinite dimensions. For several examples of hypercyclic operators and
a thorough analysis of linear dynamics, we refer to the recent books [6], [29].

A more recent notion relevant to hypercyclicity, which examines how often
the orbit of a hypercyclic vector visits a non-empty open set, was introduced
by Bayart and Grivaux in [2], [3]:

Definition 1.2. T is called frequently hypercyclic if there is a vector x
such that for every non-empty open set U the set

{n ∈ N : T nx ∈ U}
has positive lower density.

Recall that the lower and upper densities of a subset B of N are defined as

d(B)
def= lim inf

N→∞
|{n ∈ B : n ≤ N}|

N
, d(B)

def= lim sup
N→∞

|{n ∈ B : n ≤ N}|
N

,

respectively. Here |C| denotes the cardinality of a set C ⊂ N.
Actually one can define a more general notion of frequent hypercyclicity

for sequences of operators and in fact this notion has been introduced in [11]
as follows:

Definition 1.3. Let (Tn)n∈N be a sequence of operators. We say that
(Tn)n∈N is frequently universal if there is a vector x ∈ X such that for every
open set U the set

{n ∈ N : Tnx ∈ U}
has positive lower density.

In this note our purpose is to connect the previous notions from linear
dynamics to classical notions from topological dynamics and, in particular, to
that of recurrence and (topological) multiple recurrence; see [23]. We recall
these notions here.

Definition 1.4. An operator T is called recurrent if for every non-empty
open set U in X there is some positive integer k such that

U ∩ T −kU �= ∅.
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A vector x ∈ X is called recurrent for T if there exists an increasing sequence
of positive integers {nk} such that T nkx → x as k → +∞.

Remark 1.5. It is easy to see that if T is a recurrent operator on X then
the set of recurrent vectors for T is dense in X. Moreover, if T is an invertible
operator then T is recurrent if and only if its inverse T −1 is recurrent.

Definition 1.6. An operator T is called topologically multiply recurrent
if for every non-empty open set U in X and every positive integer m there is
some positive integer k such that

U ∩ T −kU ∩ · · · ∩ T −mkU �= ∅.

Clearly every hypercyclic operator is recurrent. Of course, there is no reason
for a hypercyclic operator to be topologically multiply recurrent in general.
On the other hand, as we remark in Section 3.3, one can trivially deduce from
Szemerédi’s theorem in arithmetic progressions that a frequently hypercyclic
operator is in fact topologically multiply recurrent.

In [16] it was shown that T is hypercyclic whenever
(

1
n
T n

)
n∈N

is frequently
universal. Motivated by this, we examine when the hypothesis that (λnT n)n∈N

is frequently universal for some sequence of complex numbers (λn)n∈N implies
that T is topologically multiply recurrent. Our main result is the following:

Theorem 1.7. Let (λn)n∈N be a sequence of complex numbers such that

lim
n→∞

|λn|
|λn+τ | = 1,

for some positive integer τ . Suppose that the sequence of operators (λnT n)n∈N

is frequently universal. Then T is topologically multiply recurrent.

The hypothesis of Theorem 1.7 is optimal among complex sequences such
that the limit limn→∞ |λn|/|λn+τ | exists. More precisely we have:

Proposition 1.8. Let a ∈ [0,∞) \ {1} and τ be a positive integer. There
exists a sequence (λn)n∈N and an operator T which is not even recurrent, such
that

lim
n→∞

|λn|
|λn+τ | = a

and the sequence (λnT n)n∈N is frequently universal.

The rest of the paper is organized as follows. In Paragraph 3.1 we state
Szemerédi’s theorem and describe its variations which result from the ergodic-
theoretic proofs. In Paragraph 3.2 we describe some weaker properties that



254 george costakis and ioannis parissis

follow from frequent universality. We will use these weaker notions to prove
the main theorem in Paragraph 3.3. We close this section by giving some
forms of polynomial recurrence that follow under the same hypotheses as in
Theorem 1.7. In Section 4 we give the proof of Proposition 1.8. We also provide
several examples of sequences such that our main theorem applies. In Section 5
we characterize topologically multiply recurrent weighted shifts in terms of
their weight sequences. In Section 6 we look at adjoints of multiplication
operators on suitable Hilbert spaces. We characterize when these operators
are topologically multiply recurrent by means of a geometric condition on
the symbol of the multiplication operator. It turns out that such operators are
topologically multiply recurrent if and only if they are frequently hypercyclic.
Finally in Section 7 we propose some further questions related to the results
of the present paper.
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3. Szemerédi’s theorem and multiple recurrence

In this section we give the proof of Theorem 1.7. Our proof relies heavily on
Szemerédi’s theorem in arithmetic progressions and variations of it so we first
recall its statement and explain some of its generalizations.

3.1. Szemerédi’s theorem and variations

The ‘infinite’ version of the classical Szemerédi theorem on arithmetic pro-
gressions is usually stated in the following form:

Theorem 3.1 (Szemerédi’s theorem). Let A ⊂ N have positive upper
density d(A) > 0. Then for any positive integerm there exist positive integers
a, r such that the m-term arithmetic progression

a, a + r, a + 2r, . . . , a +mr,

is contained in A.

By now there are numerous proofs of this theorem as well as several exten-
sions of it. We will not try to give an account of those here. Instead, we refer
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the interested reader to [32] and the references therein. Here we are interested
in the following strengthened version which is implicit in any ergodic theoretic
proof of Szemerédi’s theorem and, in particular, in [22], [24].

Theorem 3.2. Let A ⊂ N be a set with d(A) > 0 and m a fixed positive
integer. For any positive integer k consider the set

AP(k)
def= {a ∈ N : a, a + k, a + 2k, . . . , a +mk ∈ A}.

There is a positive integer k such that the set AP(k) is infinite.

In the recent years several authors have given generalizations of Szemerédi’s
theorem by looking for patterns of the form

a, a + [γ1(�)], a + [γ2(�)], . . . , a + [γm(�)]

in sets of positive upper density. Here γ1, γ2, . . . , γm are appropriate functions
and [x] denotes the integer part of a real number. A typical theorem in this
direction is the following result from [7].

Theorem 3.3. Let A ⊂ N be a set of positive upper density, m a positive
integer and p1, p2, . . . , pm polynomials with rational coefficients taking in-
teger values on the integers and satisfying pj (0) = 0 for all j = 1, 2, . . . , m.
For k ∈ N consider the set

APpol(k)
def= {a ∈ N : a, a + p1(k), a + p2(k), . . . , a + pm(k) ∈ A}.

There exists a positive integer k with pj (k) �= 0 for all j = 1, 2, . . . , m, such
that the set APpol(k) is infinite.

More general versions of this theorem can be found for example in [20],
where the functions γ1, . . . , γm are allowed to be ‘logarithmico-exponential’
functions of polynomial growth. See also [21].

3.2. Weaker properties that follow from frequent universality

Consider a sequence of operators (Tn)n∈N which is frequently universal. It is
then immediate that (Tn)n∈N satisfies the following property:

Definition 3.4. Let (Tn)n∈N be a sequence of operators. We will say that
(Tn)n∈N has property A if for every open set U ⊂ X there exists a vector
x ∈ X such that

d({n ∈ N : Tnx ∈ U}) > 0.

If the sequence of operators (T n)n∈N has property A then we simply say that
T has property A .
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For a single operator, property A has already been introduced in [1, Propos-
ition 4.6] where the authors show that if T has property A and T is hypercyclic
thenT satisfies the hypercyclicity criterion. From [9] this is equivalent toT⊕T
being hypercyclic. Alternatively one could consider a notion of frequent re-
currence which seems to be relevant in this context:

Definition 3.5. Let (Tn)n∈N be a sequence of operators. A vector x ∈ X

is called a U -frequently recurrent vector for (Tn)n∈N if for every open neigh-
borhood Ux of x, the set

{n ∈ N : Tnx ∈ Ux}
has positive upper density. The sequence (Tn)n∈N is called U-frequently re-
current if it has a dense set of U-frequently recurrent vectors. If the sequence
of operators (T n)n∈N is U-frequently recurrent we will just say that T is U-
frequently recurrent.

Observe that if a sequence of operators (Tn)n∈N is U-frequently recurrent
then it trivially satisfies property A . It turns out that the hypothesis that
(λnT

n)n∈N is frequently universal in Theorem 1.7 can be replaced by the
weaker hypothesis that (λnT n)n∈N is U-frequently recurrent or by the even
weaker hypothesis that (λnT n)n∈N satisfies property A . We chose to state our
main theorem in the introduction by using the more familiar notion of frequent
universality since the definitions of frequent recurrence and that of property A

are relatively new in the literature and not very well understood. However, it is
relatively easy to see that there exist operators that are recurrent without being
U-frequently recurrent; see the comment after Proposition 5.8. We intend to
take up these issues in a subsequent work.

3.3. Property A implies topological multiple recurrence

First we observe that Szemerédi’s theorem immediately implies the following:

Proposition 3.6. If T has property A then T is topologically multiply
recurrent. In particular, every U-frequently recurrent operator is topologically
multiply recurrent.

Proof. Take a non-empty open set U and fix a positive integerm. Since T
has property A there exists a vector x ∈ X such that the set

A = {n ∈ N : T nx ∈ U}
has positive upper density. By Szemerédi’s theorem there exist positive integers
a, k such that

T ax, T a+kx, T a+2kx, . . . , T a+mkx ∈ U.
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From the last we get

T ax ∈ U ∩ T −kU ∩ · · · ∩ T −kmU,

that is T is topologically multiply recurrent.

For the proof of Theorem 1.7 we need an easy technical lemma that will
allow us to reduce to the case that the sequence (λn)n∈N consists of positive
numbers.

Lemma 3.7. Let (Tn)n∈N be a sequence of operators acting on X. Then the
following are equivalent:

(i) The sequence (Tn)n∈N has property A .

(ii) For every sequence of real numbers (θn)n∈N, the sequence (eiθnTn)n∈N

satisfies property A .

Proof. Obviously it is enough to prove that (i) implies (ii). Let U be any
open set in X and assume that B(y, ε) ⊂ U . Since (Tn)n∈N has property A

there exists x ∈ X such that the set

A
def= {n ∈ N : Tnx ∈ B(y, ε/2)},

has positive upper density. Now let us write T = ⋃M
ν=1 Iν , where the arcs

I1, . . . , IM are pairwise disjoint and each has length less than ε/(2‖y‖ + ε).

We define the sets Jν
def= {n ∈ N : eiθn ∈ Iν}. Since

0 < d(A) ≤
M∑
ν=1

d(A ∩ Jν),

we must have d(A∩Jνo) > 0 for some νo ∈ {1, 2, . . . ,M}. If eiθo is the center

of Jνo we set z
def= e−iθox and

B
def= {n ∈ N : eiθnTnz ∈ B(y, ε)}.

Let n ∈ A ∩ Jνo . We have that

‖eiθnTnz− y‖ ≤ |eiθo − eiθn |‖Tnx‖ + ‖Tnx − y‖ < ε,

which proves thatA∩Jνo ⊂ B. Thus d(B) ≥ d(A∩Jνo) > 0 which obviously
implies that the set {n ∈ N : eiθnTnz ∈ U} has positive upper density.

Theorem 1.7 is an immediate consequence of the following:
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Theorem 3.8. Let (λn)n∈N be a sequence of complex numbers such that

lim
n→∞

|λn|
|λn+τ | = 1,

for some positive integer τ . Assume that the sequence (λnT n)n∈N has property
A . Then T is topologically multiply recurrent.

Proof. We begin by fixing a sequence (λn)n∈N which satisfies the condition
in the statement of the theorem as well as an operator T such that the sequence
(λnT

n)n∈N has property A . By Lemma 3.7 this is equivalent to the sequence
(|λn|T n)n∈N having property A . We can and will therefore assume that (λn)n∈N

is a sequence of positive numbers such that

lim
n→+∞

λn

λn+τ
= 1,

and that the sequence (λnT n)n∈N has property A . In order to show that T is
topologically multiply recurrent we fix a non-empty open set U in X and a
positive integer m and we need to find a vector u ∈ U and a positive integer �
with

T �u, T 2�u, . . . , T m�u ∈ U.
Since U is open there is a y ∈ U and a positive number ε > 0 such that
B(y, ε) ⊂ U . Since (λnT n)n∈N has property A there exists some x ∈ X such
that the set

F
def= {n ∈ N : λnT

nx ∈ B(y, ε/2)},
has positive upper density. For k ∈ N we define the set

AP(k)
def= {a ∈ N : a, a + τk, a + 2τk, . . . , a +mτk ∈ F }.

By Szemerédi’s theorem, Theorem 3.2, there exists a k ∈ N such that the set
AP(k) is infinite. We fix such a k so that

a, a + τk, a + 2τk, . . . , a +mτk ∈ F
for all a ∈ AP(k). Thus the vectors

u
def= λaT

ax, uj
def= λa+jτkT a+jτk = λa+jτk

λa
T jτku, j = 1, . . . , m,

belong to B(y, ε/2) for all a ∈ AP(k). Now for every j ∈ {1, 2, . . . , m} we
have that

‖T jτku− uj‖ =
∥∥∥∥ λa

λa+jτk
uj − uj

∥∥∥∥ =
∣∣∣∣ λa

λa+jτk
− 1

∣∣∣∣‖uj‖,
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and, since limn→+∞ λn
λn+τ = 1, we also have that lima→+∞ λa

λa+jτk = 1. Thus by
choosing a large enough in AP(k) we get that

‖T jτku− uj‖ < ε

2
,

for every j = 1, . . . , m. Since

‖uj − y‖ < ε

2
,

we conclude that
‖T jτku− y‖ < ε

for every j = 1, . . . , m. Therefore, with �
def= τk, we have that

T j�u ∈ U for every j ∈ {0, 1, 2, . . . , m},
as we wanted to show.

Some remarks are in order.

Remark 3.9. When submitted, the original manuscript contained a much
more restricted version of Theorem 3.8 which only dealt with the case λn =
1/n. The proof, albeit not so different from the one presented here, was unne-
cessarily complicated since it didn’t use the full force of Szemerédi’s theorem.
Even with the simple form of Szemerédi’s theorem, Theorem 3.1, our original
proof was substantially improved by the careful reading and suggestions of the
anonymous referee. The present version of the argument, used in the proof of
Theorem 3.8, was discovered by the authors while the paper was under review
and eventually replaced the original one.

Remark 3.10. The notion of hypercyclicity generalizes to sequences of
operators as follows. A sequence of operators (Tn)n∈N is called universal if
there exists a vector x ∈ X such that the set {Tnx : n ∈ N} is dense in X. It
is not hard to see that Theorem 1.7 fails if the hypothesis that (λnT n)n∈N is
frequently universal is replaced by the hypothesis that (λnT n)n∈N is universal.

Indeed, let T be the bilateral weighted shift acting on l2(Z) with weight
sequence wn = 1 if n ≤ 0 and wn = 2 if n ≥ 1. In [30, Example 3.6] León-
Saavedra proved that ( 1

n
T n)n∈N is universal and T is not hypercyclic. Assume

that T is recurrent. Then there exists a non-zero vector x ∈ l2(Z) which is a
limit point of its orbit under T . From the results in [15] it follows that T is
hypercyclic, a contradiction. Thus T is not recurrent. For the definition of a
bilateral weighted shift on l2(Z) see Section 5.
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Remark 3.11. The hypothesis that

lim
n→∞

|λn|
|λn+τ | = 1

in Theorems 3.8, 1.7 cannot be replaced by the hypothesis

lim
n→∞
n∈A

|λn|
|λn+τ | = 1,

for some set A ⊂ N which has positive density 0 < d(A) = d(A) ≤ 1, as the
following examples show.

Example 3.12. Consider the set A = {2n : n = 1, 2, . . .} and define
the sequence (λn)n∈N by λ2n = 2n for n = 1, 2, . . . and λ2n+1 = 2n for n =
0, 1, 2, . . .. Then we have limn∈A,n→+∞ λn

λn+1
= 1 and d(A) = d(A) = 1/2. We

shall prove that the sequence (λnBn)n∈N is frequently universal, whereB is the
unweighted unilateral backward shift acting on l2(N). Indeed, since λ2nB

2n =
(2B2)n it follows, by [3], that 2B2 is frequently hypercyclic and therefore the
sequence (λ2nB

2n)n∈N is frequently universal. An easy argument now shows
that the sequence (λnBn)n∈N is frequently universal. Hence (λnBn)n∈N has
property A and on the other hand B is not recurrent.

Example 3.13. We now present a stronger example than the previous one,
in the following sense. There exist a sequence (λn)n∈N of positive integers, a
subset A of N with d(A) = d(A) = 1 and an operator T acting on l2(N) such
that limn∈A,n→+∞ λn

λn+1
= 1, the sequence (λnT n) is frequently universal but

T is not topologically multiply recurrent. Define λn = 22k if n ∈ [2k−1, 2k). It

can be easily checked that the setA
def= ⋃+∞

k=2([2
k−1, 2k −2]∩N) has density 1

and limn∈A,n→+∞ λn
λn+1

= 1. Using the frequent universality criterion from [11]
and [12] it is not difficult to show that (λnBn)n∈N is frequently universal, where
B is the unweighted unilateral backward shift. Clearly B is not recurrent.

3.4. Polynomial multiple recurrence

It is immediate from the proof of Theorem 3.8 and from the discussion on the
different forms of Szemerédi’s theorem that a stronger version of Theorem 3.8
should hold true. This is indeed the case:

Theorem 3.14. Let (λn)n∈N be a sequence of non-zero complex numbers
which satisfies

lim
n→+∞

|λn|
|λn+τ | = 1,



topological multiple recurrence 261

for some positive integer τ . Let T be an operator acting on X such that the
sequence (λnT n)n∈N has property A . Let U be an open set in X and m a
positive integer. Let p1, p2, . . . , pm be polynomials with rational coefficients
taking positive integer values on the positive integers and satisfying pj (0) = 0
for all j = 1, 2, . . . , m. Then there is a positive integer k such that

U ∩ T −p1(k)(U) ∩ · · · ∩ T −pm(k)(U) �= ∅.

The proof of this theorem is omitted as it is just a repetition of the proof of
Theorem 3.8 where one uses the polynomial Szemerédi theorem, Theorem 3.3,
instead of Theorem 3.2.

4. Good and bad sequences

In this section we give examples of sequences for which our main theorem is
valid as well as examples that exhibit that if the limit

lim
n→+∞ |λn|/|λn+τ |

exists but is different than 1, then Theorem 1.7 fails in general.
We shall say that a sequence (λn)n∈N of complex numbers is good if The-

orem 3.8 holds true for this sequence; that is, the sequence (λn)n∈N is good
if, for any bounded linear operator T acting on X, the operator T is topolo-
gically multiply recurrent whenever the sequence (λnT n)n∈N has property A .
Otherwise we will say that (λn)n∈N is bad.

4.1. Bad sequences

Here we give the proof of Proposition 1.8.

Proof of Proposition 1.8. A moment’s reflection shows that it is enough
to consider the case τ = 1. We first assume that a is a complex number with
0 < |a| < 1 and let B : l2(N) → l2(N) be the unweighted backward shift, that
is

B(w1, w2, . . .) = (w2, w3, . . .),

for all sequences (w1, w2, . . .) ∈ l2(N). We define w
def= a− 1

2 and consider the
sequence λn = w2n. We have that λn/λn+1 = w−2 = a. Observe that

|w|2 = |a|−1 > 1 �⇒ |w| > 1

so we can define the operator T
def= 1

w
B and we have ‖T ‖ < 1. On the

other hand, since |w| > 1 a result from [3] shows that wB is frequently
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hypercyclic which is equivalent to saying that the sequence (wnBn)n∈N is
frequently universal. Observe that we have

wnBn = w2n 1

wn
Bn = λnT

n.

That is, the sequence (λnT n)n∈N is frequently universal. However T is not
recurrent since ‖T ‖ < 1.

Let now a ∈ C with |a| > 1. Let S = {reiθ ∈ C : 1 < r < 2|a|, 0 <
θ < π/2} and φ : D → S be the Riemann map of D onto S. Consider the
sequence λn = a−n. Let H2(D) be the Hardy space on the unit disc andMφ be
the multiplication operator on H2(D), for the function φ just defined. It is well
known that since φ(D)∩ T = ∅, the adjoint of the multiplication operator,M∗

φ

is not hypercyclic [25]. Moreover, by Proposition 6.1 we know thatM∗
φ is not

even recurrent in this case. On the other hand it is easy to see that

λn(M
∗
φ)
n = (a−1M∗

φ)
n = (M∗

φ/ā)
n = (M∗

ψ)
n,

where ψ = φ/ā. Since ψ(D) ∩ T �= ∅ we conclude that M∗
ψ is frequently

hypercyclic. For this see [3] or Proposition 6.1 of the present paper. However,
this means that the sequence λn(M∗

φ)
n is frequently universal. SinceM∗

φ is not
recurrent, thus not topologically multiply recurrent, this completes the proof in
this case as well. Actually the same argument works also for the case |a| < 1.
For this just consider the Riemann map of D onto S ′ = {reiθ ∈ C : |a|/2 <
r < 1, 0 < θ < π/2}.

Let us now move to the case a = 0. We set λn = n! so λn/λn+1 = 1/(n+
1) → 0 as n → +∞. Now let B be the backward shift on l2(N) as before.
It is not hard to see that the sequence λnBn satisfies the frequent universality
criterion from [11] and [12]. We conclude that λnBn is frequently universal.
However B is not recurrent since ‖Bnx‖ → 0 as n → +∞ for all x ∈ X.

Remark 4.1. It is not hard to see that if |λn|/|λn+1| → +∞ and T is
any bounded linear operator then the sequence (λnT n)n∈N is never frequently
universal. To see this let T be any operator and fix some positive integer no
such that |λn|/|λn+1| > 1 + ‖T ‖ for all n ≥ no. Observe that for all n ≥ no
we have ∣∣∣∣ λnλno

∣∣∣∣ =
∣∣∣∣ λnλn−1

· · · λno+1

λno

∣∣∣∣ ≤ (1 + ‖T ‖)−(n−no).

Now for any x ∈ X we conclude that

‖λnT nx‖ ≤ |λno |(1 + ‖T ‖)no
( ‖T ‖

1 + ‖T ‖
)n
,
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for all n ≥ no. Letting n → +∞ we get that limn→+∞ ‖λnT nx‖ = 0 for all
x ∈ X. Thus (λnT n)n∈N cannot even be recurrent in this case.

4.2. Good sequences

In this subsection we shall present several illustrating examples for which
Theorem 3.8 applies.

Example 4.2 (Sub-Polynomial Growth). Theorem 3.8 implies that the fol-
lowing sequences, (log n)n∈N, (log log n)n∈N, ((log n)k)n∈N, k ∈ R, are good
sequences.

Example 4.3 (Polynomial Growth). If Q is a non-zero rational complex-
valued function then the sequence (Q(n))n∈N is good. In particular if P is any
non-zero polynomial the sequence (P (n))n∈N is good. This is straightforward
from Theorem 3.8 since Q(n)/Q(n+ 1) → 1 as n → +∞.

Example 4.4 (Super-polynomial Growth). For a real number a the se-
quence (en

a

)n∈N is good if and only ifa < 1. Indeed, ifa < 1 then en
a

/e(n+1)a→
1 as n → +∞ and by Theorem 3.8 we conclude that the sequence (en

a

)n∈N

is good. Observe that for 0 < a < 1 the sequence {ena } has super-polynomial
growth. On the other hand for a = 1, the sequence (enBn)n∈N is frequently hy-
percyclic see [3], whereB is the unweighted unilateral backward shift acting on
the space of square summable sequences, and clearly B is not even recurrent.
Therefore (en)n∈N is a bad sequence and from the discussion in Paragraph 4.1
it follows that for every a > 1 the sequence (en

a

)n∈N is bad as well.

Example 4.5. Let us see an example of a good sequence (λn)n∈N which
grows faster than every sequence (en

a

)n∈N , 0 < a < 1. Indeed, just take
λn = e

n
log n . Since λn/λn+1 → 1 it follows that (e

n
log n )n∈N is a good sequence.

Observe that the sequences (e
n

log log n )n∈N, (e
n

log log log n )n∈N, etc. are good sequences
as well.

5. Weighted shifts

In this paragraph we give a characterization of topologically multiply recurrent
bilateral weighted shifts in terms of their weight sequences.

Let l2(N) be the Hilbert space of square summable sequences x = (xn)n∈N.
Consider the canonical basis (en)n∈N of l2(N) and let (wn)n∈N be a (bounded)
sequence of positive numbers. The operator T : l2(N) → l2(N) is a unilateral
(backward) weighted shift with weight sequence (wn)n∈N if T en = wnen−1 for
every n ≥ 1 and T e1 = 0.

Let l2(Z) be the Hilbert space of square summable sequences x = (xn)n∈Z

endowed with the usual l2 norm. That is, x = (xn)n∈Z ∈ l2(Z) if
∑+∞

n=−∞ |xn|2<
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+ ∞. Let (wn)n∈Z be a (bounded) sequence of positive numbers. The operator
T : l2(Z) → l2(Z) is a bilateral (backward) weighted shift with weight se-
quence (wn)n∈Z if T en = wnen−1 for every n ∈ Z. Here (en)n∈Z is the canonical
basis of l2(Z).

We begin by showing that for bilateral weighted shifts, hypercyclicity is
equivalent to recurrence.

Proposition 5.1. Let T : l2(Z) → l2(Z) be a bilateral weighted shift. Then
T is hypercyclic if and only if T is recurrent.

Proof. Let (wn)n∈Z be the weight sequence of T . We only have to prove
that if T is recurrent then T is hypercyclic since the converse implication holds
trivially. So assume T is recurrent. Let q be a positive integer and consider
ε > 0. Choose δ > 0 such that δ/(1 − δ) < ε and δ < 1. Consider the open
ball B(

∑
|j |≤q ej , δ). There exists a positive integer n > 2q such that

B

(∑
|j |≤q

ej , δ

)
∩ T −n

(
B

(∑
|j |≤q

ej , δ

))
�= ∅.

Hence there exists x ∈ l2(Z) such that
∥∥∥∥x −

∑
|j |≤q

ej

∥∥∥∥ < δ and

∥∥∥∥T nx −
∑
|j |≤q

ej

∥∥∥∥ < δ.

Having at our hands the last inequalities we argue as in the proof of Theorem 2.1
in [31] and we conclude that for all |j | ≤ q

n∏
s=1

ws+j >
1

ε
and

n−1∏
s=0

wj−s < ε.

The last conditions are known to be sufficient for T to be hypercyclic; see [31].

In the case of weighted bilateral shifts we provide a characterization of
topological multiple recurrence in terms of the weights. Another characteriza-
tion can be given through the notion of d-hypercyclic operators introduced by
Bes and Peris in [10] and independently by Bernal-Gonzalez in [8]:

Definition 5.2. LetN ≥ 2 be a positive integer. The operators T1, . . . , TN
acting onX are called disjoint or diagonally hypercyclic (in short d-hypercyc-
lic) if there exists a vector x ∈ X such that

{(T n1 x, . . . , T nNx) : n = 0, 1, 2, . . .} = XN.
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If the set of such vectors x is dense in X then the operators T1, . . . , TN are
called densely d-hypercyclic.

Proposition 5.3. Let T : l2(Z) → l2(Z) be a bilateral weighted shift with
weight sequence (wn)n∈Z. The following are equivalent:

(i) T is topologically multiply recurrent.

(ii) For everym ∈ N the operator T ⊕T 2 ⊕· · ·⊕T m is hypercyclic onXm.

(iii) For everym ∈ N the operatorsT , T 2, . . . , T m are densely d-hypercyclic.

(iv) For every m, q ∈ N and every ε > 0 there exists a positive integer
n = n(m, q, ε) such that for every integer j with |j | ≤ q and every
l = 1, . . . , m we have

ln∏
i=1

wj+i >
1

ε
and

ln−1∏
i=0

wj−i < ε.

If in addition T is invertible then any of the conditions (i)–(iv) is equi-
valent to:

(v) for every m ∈ N there exists a strictly increasing sequence of positive
integers {nk} such that

lim
k→+∞

lnk∏
i=1

wi = lim
k→+∞

lnk∏
i=0

1

w−i
= +∞,

for every l = 1, . . . , m.

Proof. Let us first prove that (i) implies (iv). Fix a positive integer m and
let ε > 0. Take also a positive integer q. Then consider a positive number δ
such that δ/(1 − δ) < ε and δ < 1. Consider the open ball B(

∑
|j |≤q ej , δ).

There exists a positive integer n > 2q such that

B

(∑
|j |≤q

ej , δ

)
∩ T −n

(
B

(∑
|j |≤q

ej , δ

))
∩ · · · ∩ T −mn

(
B

(∑
|j |≤q

ej , δ

))
�= ∅.

Hence there exists x = (xk)k∈Z ∈ l2(Z) such that∥∥∥∥T lnx −
∑
|j |≤q

ej

∥∥∥∥ < δ

for every l = 0, 1, . . . , m. Testing the previous condition for l = 0, and since
n > 2q, we conclude that necessarily

|xk| < δ for |k| ≥ n.
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Having at our hands the above inequalities we argue as in the proof of The-
orem 4.7 in [10] and we conclude that for all |j | ≤ q and for all l = 1, . . . , m

ln∏
s=1

ws+j >
1

ε
and

ln−1∏
s=0

wj−s < ε.

Hence we proved that (i) implies (iv). Condition (ii), (iii) and (iv) are known
to be equivalent from Proposition 4.8 and Corollary 4.9 in [10]. Finally the
implication (iii) ⇒ (i) holds trivially and this completes the proof of the equi-
valence of statements (i)–(iv) of the proposition. It remains to prove that (iv)
is equivalent to (v) in the case that T is invertible. For l = 1 this has been
done in [19]. The case of general l follows by an obvious modification of the
argument in [19].

In the context of unilateral weighted shifts, it turns out that some general
classes of operators are always topologically multiply recurrent. To see this
we first need to recall the following well known notions from topological
dynamics.

Definition 5.4. An operator T acting on X is called topologically mixing
if for every pair (U, V ) of non-empty open sets in X there exists a positive
integer N such that T n(U) ∩ V �= ∅ for every n ≥ N .

Definition 5.5. An operator T acting on X is called chaotic if it is hyper-
cyclic and its set of periodic points, i.e., the set {x ∈ X : T nx = x for some n ∈
N}, is dense in X.

Corollary 5.6. Let T : l2(N) → l2(N) be a unilateral weighted shift with
weight sequence (wn)n∈N. If T is topologically mixing or chaotic then T is
topologically multiply recurrent.

Proof. Suppose first that T is topologically mixing. Take a positive integer
m ≥ 2. Then it is easy to show that T ⊕ T 2 ⊕ · · · ⊕ T m is hypercyclic and
by the analogue of Proposition 5.3 for unilateral shifts the conclusion follows.
Assume now that T is chaotic. Then the weight sequence (wn)n∈N satisfies the
condition +∞∑

n=1

(w1 . . . wn)
−2 < +∞.

See for instance Theorem 6.12 in [6]. The last condition is known to be suf-
ficient for T to be frequently hypercyclic; see [3]. By Proposition 3.6 we
conclude that T is topologically multiply recurrent.
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Remark 5.7. In c0(N) there exists a unilateral weighted shift which is
frequently hypercyclic and thus topologically multiply recurrent but is neither
chaotic nor mixing. Such an example is provided in [4].

Proposition 5.8. There exists a hypercyclic bilateral weighted shift on
l2(Z) which is not topologically multiply recurrent.

Proof. Take a hypercyclic bilateral weighted shift T acting on l2(Z) such
that T ⊕ T 2 is not hypercyclic. Examples of such operators are provided, for
instance, in Theorem 1.3 of [27]. By Proposition 5.3 the operator T is not
topologically multiply recurrent.

Remark 5.9. The operator of Proposition 5.8 provides us with an example
of an operator which is recurrent but not U-frequently recurrent in view of
Theorem 1.7.

We finish this section by showing that in general the converse of Proposi-
tion 3.6 is not true.

Proposition 5.10. There exists a unilateral weighted shift on l2(N) which
is topologically multiply recurrent but not frequently hypercyclic.

Proof. Consider the unilateral weighted shift T on l2(N) with weight se-

quence wn =
√
n+1
n

, n = 1, 2, . . .. Then
∏n
i=1wi = √

n+ 1 → +∞. By
the main result of [17] it follows that T is topologically mixing and by Corol-
lary 5.6 the operator T is topologically multiply recurrent. On the other hand,
as it is shown in Example 2.9 of [3], T is not frequently hypercyclic.

6. Adjoints of multiplication operators

In this section we will study adjoints of multiplication operators on suitable
Hilbert spaces. As we shall see in this case it is easy to characterize topological
multiple recurrence in terms of several different well understood conditions.
Following [25] we fix a non-empty open connected set
 of Cn, n ∈ N, andH
a Hilbert space of holomorphic functions on 
 such that:

– H �= {0}, and

– for every z ∈ 
, the point evaluation functionals f → f (z), f ∈ H , are
bounded.

Recall that every complex valued function φ : 
 → C such that the pointwise
product φf belongs to H for every f ∈ H is called a multiplier of H . In
particular φ defines the multiplication operator Mφ : H → H in terms of the
formula

Mφ(f ) = φf, f ∈ H.
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By the boundedness of point evaluations along with the closed graph theorem
it follows thatMφ is a bounded linear operator onH . It turns out that under our
assumptions onH , every multiplier φ is a bounded holomorphic function, that
is ‖φ‖∞ := supz∈
 |φ(z)| < +∞. In particular we have that ‖φ‖∞ ≤ ‖Mφ‖;
see [25].

In Proposition 6.1 we require the more stringent condition ‖Mφ‖ = ‖φ‖∞
as well as the condition that every non-constant bounded holomorphic function
φ on
 is a multiplier ofH . This is quite natural since it is actually the case in
typical examples of Hilbert spaces of holomorphic functions such as the Hardy
spaceH 2(D) or the Bergman spaceA2(D), on the unit disk D. On the other hand
Proposition 6.1 fails if we remove this hypothesis as can be seen by studying
adjoints of multiplication operators on Dirichlet spaces. See Example 2.4 of
[14].

Proposition 6.1. Suppose that every non-constant bounded holomorphic
function φ on 
 is a multiplier of H such that ‖Mφ‖ = ‖φ‖∞. Then for each
such φ the following are equivalent.

(i) M∗
φ is topologically multiply recurrent.

(ii) M∗
φ is recurrent.

(iii) M∗
φ is frequently hypercyclic.

(iv) M∗
φ is hypercyclic.

(v) φ(
) ∩ T �= ∅.

(vi) M∗
φ has property A .

Proof. Conditions (iii), (iv) and (v) are known to be equivalent; see [3],
[25]. Trivially (iii) implies (vi); by Proposition 3.6 (vi) implies (i) and trivially
(i) implies (ii). We will show that (ii) implies (v). Indeed, assume that M∗

φ is
recurrent. Suppose, for the sake of contradiction, that φ(
) ∩ T = ∅. Since 

is connected, so is φ(
); thus, we either have that φ(
) ⊂ {z ∈ C : |z| < 1}
or φ(
) ⊂ {z ∈ C : |z| > 1}.

Case 1. φ(
) ⊂ {z ∈ C : |z| < 1}. Then we have ‖M∗
φ‖ = ‖Mφ‖ =

‖φ‖∞ ≤ 1. We will consider two complementary cases. Assume that there
exist 0 < ε < 1 and a non-zero recurrent vector g for M∗

φ such that

‖M∗
φg‖ ≤ (1 − ε)‖g‖.

The above inequality and the fact that ‖M∗
φ‖ ≤ 1 imply that for every positive

integer n ‖(M∗
φ)
ng‖ ≤ (1 − ε)‖g‖.

On the other hand for some strictly increasing sequence of positive integers {nk}
we have (M∗

φ)
nkg → g. Using the last inequality we arrive at ‖g‖ ≤ (1−ε)‖g‖,
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a contradiction. In the complementary case we must have ‖M∗
φg‖ ≥ ‖g‖ for

every vector g which is recurrent for M∗
φ . Since the set of recurrent vectors

for M∗
φ is dense in H we get that ‖M∗

φh‖ ≥ ‖h‖ for every h ∈ H . Hence
‖M∗

φh‖ = ‖h‖ for every h ∈ H . Take now z ∈ 
 and consider the reproducing
kernel kz of H . Then we have that

‖M∗
φkz‖ = |φ(z)|‖kz‖ < ‖kz‖.

For the previous identity see Proposition 4.4 of [25]. However, this is clearly
impossible since M∗

φ is an isometry.

Case 2. φ(
) ⊂ {z ∈ C : |z| > 1}. Here 1/φ is a bounded holomorphic
function satisfying ‖1/φ‖∞ ≤ 1; therefore, M∗

φ is invertible. By Remark 1.5
the operator M∗

1/φ = (M∗
φ)

−1 is recurrent and the proof follows by Case 1.

Remark 6.2. It is easy to see that under the hypotheses of Proposition 6.1,
Mφ is never recurrent. On the other hand, suppose that φ is a constant function
with φ(z) = a for some a ∈ C and every z ∈ 
. Then we have that Mφ

(or equivalently M∗
φ) is recurrent if and only if Mφ is topologically multiply

recurrent if and only if |a| = 1. In order to prove this it is enough to notice
that for every non-zero complex number a, with |a| = 1, and every positive
integer m, there exists an increasing sequence of positive integers {nk} such
that (ank , a2nk , . . . , amnk ) → (1, 1, . . . , 1).

7. Further Questions

We conclude this note by suggesting a series of questions that relate to the
results and the notions discussed in the preceding paragraphs:

Question 7.1. Let T : l2(N) → l2(N) be a unilateral weighted shift. It
is a classical result of Salas that I + T is hypercyclic; see [31]. In fact, as
observed by Grivaux in [26], I + T is even mixing. Hence it is natural to ask
the following question: is it true that I+T is topologically multiply recurrent?

Question 7.2. Let T be frequently hypercyclic. Is it true that for every
positive integer N ≥ 2 the operator T ⊕ T 2 ⊕ · · · ⊕ T m is hypercyclic?
Recall that Grosse-Erdmann and Peris have shown that in this case T ⊕ T

is hypercyclic; see [28]. The fact that T ⊕ T is hypercyclic is known to be
equivalent to T satisfying the hypercyclicity criterion; see [9]. However, if T
is hypercyclic it is not true in general that T ⊕ T is hypercyclic. This was a
long standing question that was solved in [18] and in a more general context
in [5]. In [16] it is proved that if T is frequently hypercyclic then T j ⊕ T m is
hypercyclic, for every pair of positive integers (j,m). We propose the following
stronger question. Let T be a frequently hypercyclic operator. Is it true that the
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operators T , T 2, . . . , T N are d-hypercyclic for every positive integer N ≥ 2?
Observe that by Propositions 3.6, 5.3 and Theorem 3.8 this is indeed the case
for bilateral weighted shifts.

Question 7.3. Observe that Proposition 6.1 misses the case of Hilbert
spaces H where not all bounded holomorphic functions are multipliers. An
example of such a space is the Dirichlet space Dir(D), that is the Hilbert space
of holomorphic functions f : D → C, satisfying

‖f ‖2
Dir := |f (0)|2 + 1

π

∫
|f ′(z)|2dA(z) < +∞,

where dA denotes the area measure. It would be interesting to characterize
when the adjoints of multiplication operators on Dir(D) are hypercyclic, fre-
quently hypercyclic, recurrent, or topologically multiply recurrent. For results
along this direction we refer to [13].

Question 7.4. It is easy to see that every chaotic operator T has property
A . A well known question asks whether every chaotic operator is frequently
hypercyclic; see for example [6]. An even stronger question is thus whether
every hypercyclic operator that has property A is frequently hypercyclic.

Question 7.5. Let (λn)n∈N be a good sequence. Is it true that there is a
positive integer τ such that the limit limn→∞ |λn|/|λn+τ | exists? A positive
answer would provide a complete characterization of good sequences.

Question 7.6. As observed in Section 3.2 every U-frequently recurrent
operator has property A . Does there exist an operator which has property A

but is not U-frequently recurrent? We suspect that the answer is positive.
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