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#### Abstract

We study the class of $Q B$-rings that satisfy the weak cancellation condition of separativity for finitely generated projective modules. This property turns out to be crucial for proving that all (quasi-)invertible matrices over a $Q B$-ring can be diagonalised using row and column operations. The main two consequences of this fact are: (i) The natural map $\mathrm{GL}_{1}(R) \rightarrow K_{1}(R)$ is surjective, and (ii) the only obstruction to lift invertible elements from a quotient is of $K$-theoretical nature. We also show that for a reasonably large class of $Q B$-rings that includes the prime ones, separativity always holds.


## Introduction

The object of this paper is the study of $K$-theoretical aspects of the class of $Q B$-rings. This class was introduced by G. K. Pedersen and the authors in [8], and was subsequently studied in [9], [10], [28]. We say that a unital ring $R$ is a $Q B$-ring if any left unimodular row can be reduced in a special way. Specifically, $R$ is a $Q B$-ring if

$$
R a+R b=R \Longrightarrow a+y b \in R_{q}^{-1}
$$

Here, $R_{q}^{-1}$ is the set of quasi-invertible elements of the ring $R$ (see below for the precise definition), which in the prime case is nothing else but the union of right and left invertible elements. The reader will have noticed that by replacing $R_{q}^{-1}$ with the set $R^{-1}$ of invertible elements we are back to the definition of stable rank one. The class of $Q B$-rings is, however, much larger than the class of rings with stable rank one, yet they enjoy specially good structural properties. For example, the property of being a $Q B$-ring is stable under matrix formation, passage to corners, surjective pullbacks, suitable direct and inverse limits (see [8], [10], [28]). The behaviour under extensions is considerably more complicated than that for rings with stable rank one, hence an extension

[^0]of two $Q B$-rings is not always a $Q B$-ring. This reflects the fact that to work with $Q B$-rings one needs a larger display of technology.

The notion of a $Q B$-ring just explained comes from the geometrical concept of extremal richness for $C^{*}$-algebras, coined by L. G. Brown and G. K. Pedersen in [14] and explored further in other papers ([16], [15], [17], [23], [30], among others). We say that a $C^{*}$-algebra $A$ is extremally rich provided its unit ball is the convex hull of its extreme points. This is in turn equivalent to the fact that the set of quasi-invertible elements is dense in the norm-topology.

The fact that rings with stable rank one are particularly well behaved with respect to non-stable $K$-theoretical properties motivates the quest for similar results for this bigger class of rings. For example, it would be desirable that the Whitehead group of any $Q B$-ring is generated by the group of units of the ring itself. Results in this direction have already been obtained for $C^{*}$-algebras in [17].

One of the key aspects of rings with stable rank one is that their category of finitely generated projective modules is cancellative. That is,

$$
A \oplus C \cong B \oplus C \Longrightarrow A \cong B
$$

whenever $A, B$ and $C$ are finitely generated projective modules.
Of course, we cannot expect that $Q B$-rings enjoy full cancellation as simple examples show, but weaker forms of cancellation might still hold. One of such conditions is that of separative cancellation. This was introduced in Ring Theory in [5] borrowed from Semigroup Theory (see, e.g. [19], [21]) and has been around in the $C^{*}$-algebra scene for some time, notably in [17] (see also [29]). If, for finitely generated projective modules $A, B$ and $C$ over a ring $R$,

$$
A \oplus C \cong B \oplus C \quad \text { with } \quad C \lesssim n A, \quad C \lesssim m B \Longrightarrow A \cong B
$$

then the ring $R$ is said to be separative. (Here, $P \lesssim Q$ means that $P$ is isomorphic to a direct summand of $Q$.) This condition plays an important role in cancellation problems for the class of exchange rings. For example, if $R$ is a separative exchange ring, then its stable rank can only be 1,2 or $\infty$, and every (von Neumann) regular matrix can be brought to diagonal form by elementary row and column operations (see [5], [6], [7]).

Restricting to the class of separative $Q B$-rings, we prove in Section 2 (Theorem 2.5) that any quasi-invertible matrix is also diagonalizable via elementary operations. This can be thought as optimal, since quasi-invertible elements are ubiquitous in $Q B$-rings: they are always (von Neumann) regular, maximal in a suitable sense and algebraically dense (see [8]). A key ingredient for the proof is the previous result that, in an arbitrary $Q B$-ring, any quasi-invertible
matrix can be reduced to a special standard form. The preparatory work that culminates in this fact (together with other tools) is carried out in Section 1.

We next exploit the diagonalisation theorem in Section 3. Namely, we prove that the natural map $\mathrm{GL}_{1}(R, I) \rightarrow K_{1}(R, I)$ is surjective (for any $Q B$-ideal $I$ of a separative ring $R$ ). As a consequence, the natural map $\mathrm{GL}_{1}(R) \rightarrow K_{1}(R)$ is also surjective whenever $R$ is a separative $Q B$-ring.

In analogy with results obtained in [29] and [17], we study the condition of lifting units modulo special ideals, and we find a similar theorem to [29, Theorem 2.4], that applies to $Q B$-ideals of separative rings and shows that $Q B$-rings have good index theory.

In view of the good behaviour of $Q B$-rings under the presence of separativite cancellation, it is natural to ask how widely this condition holds. We prove that all simple $Q B$-rings are either purely infinite simple or else they have stable rank one (and in particular they are separative). In the not necessarily simple situation, we study in Section 4 the class of central $Q B$-rings, in which their quasi-invertible elements are somehow parametrized by the central idempotents of the ring. We prove in Theorem 4.10 that any central $Q B$-ring is separative. The problem in the general case (as well as for the class of exchange rings) remains open.

## 1. Composability

In this section we define the notion of equivalence between two quasi-invertible matrices over any (unital) ring $R$ and study some of its properties. Our approach resembles the construction of $K_{1}(R)$ for a ring $R$ and we prove a version of the Whitehead lemma (Proposition 1.4). The main result, established in Theorem 1.8, is the fact that a quasi-invertible matrix over any $Q B$-ring has a special form modulo equivalence. This result, technical in nature, will be a key step towards the main result in Section 2.

Recall from [8] that two elements $x$ and $y$ in a ring $R$ are said to be centrally orthogonal, in symbols $x \perp y$, provided that $x R y=y R x=0$. We say that an element $u$ in $R$ is quasi-invertible, provided there exist elements $v, w$ in $R$ such that $(1-u v) \perp(1-w u)$. One can see ([8, Proposition 2.2]) that in this case we may choose $v=w$ and that $u=u v u, v=v u v$. Note that being quasi-invertible means that $u$ is left invertible modulo an ideal $I$ of $R$, and right invertible modulo another ideal $J$ of $R$, in such a way that $I J=J I=0$. We denote the set of quasi-invertible elements by $R_{q}^{-1}$.

Proposition 1.1. If $u \in R_{q}^{-1}$ with quasi-inverse $v$, then $u^{n} \in R_{q}^{-1}$ with quasi-inverse $v^{n}$ for every $n \geq 0$.

Proof. The expansion

$$
1-u^{n} v^{n}=\sum_{k=0}^{n-1} u^{k}(1-u v) v^{k}
$$

shows that $\left(1-u^{n} v^{n}\right) \perp\left(1-v^{n} u^{n}\right)$. It also shows that $\left(1-u^{n} v^{n}\right)(1-v u)=0=$ $(1-v u)\left(1-u^{n} v^{n}\right)$, from which we deduce that $\left(u^{n} v^{n}\right)(v u)=(v u)\left(u^{n} v^{n}\right)$ for all $n$. An easy induction argument now proves that $u v u=u$ implies $u^{n} v^{n} u^{n}=$ $u^{n}$ for all $n$, and thus the desired conclusion follows.

Remark 1.2. Despite the result above, the set $R_{q}^{-1}$ will never be a semigroup unless $R_{q}^{-1}=R^{-1}$. The problem is the product between an element $u$ and its quasi-inverse $v$ in $R_{q}^{-1}$. If $u \notin R^{-1}$, then either $u v \neq 1$ or $v u \neq 1$. But an idempotent $p \neq 1$ can never be quasi-invertible. To realize this, recall from [8, 2.1] that we would then have $p+I \in(R / I)_{\ell}^{-1}$ and $p+J \in(R / J)_{r}^{-1}$ for some orthogonal pair of ideals $I$ and $J$. However, 1 is the only left or right invertible idempotent in any ring, which means that $1-p=(1-p)^{2} \in I J=0$, contrary to our assumption.

Proposition 1.3. Let $R$ be a unital ring, and let $u$, $v$ be quasi-invertible elements in $R$, with quasi-inverses $x$ and $y$, respectively. Then the following conditions are equivalent:
(a) $(1-u x) \perp(1-y v)$ and $(1-x u) \perp(1-v y)$;
(b) $u v, v u \in R_{q}^{-1}$;
(c) $\left(\begin{array}{ll}u & 0 \\ 0 & v\end{array}\right) \in M_{2}(R)_{q}^{-1}$.

Proof. (a) $\Rightarrow(\mathrm{b})$. Write

$$
1-u v y x=1-u x+u(1-v y) x, \quad 1-y x u v=1-y v+y(1-x u) v .
$$

Since $1-u x$ is centrally orthogonal to $1-x u$ and $1-y v$, and since $1-v y$ is centrally orthogonal to $1-y v$ and $1-x u$, we conclude that $(1-u v y x) \perp$ $(1-y x u v)$, whence $u v \in R_{q}^{-1}$.

For $v u$, we proceed similarly, writing

$$
1-v u x y=1-v y+v(1-u x) y, \quad 1-x y v u=1-x u+x(1-y v) u
$$

(b) $\Rightarrow$ (a). Assume that $u v \in R_{q}^{-1}$. Then there exists an element $z$ in $R$ such that $(1-(u v) z) \perp(1-z(u v))$. Since $(1-z u v) y(1-u v z)=0$, we get that $y=z u v y+y u v z-z u v y u v z$, and so

$$
1-y v=(1-z u v)(1-y u v z v)
$$

Analogously, since $(1-z u v) x(1-u v z)=0$, we get $x=z u v x+x u v z-$ zuvxuvz, whence

$$
1-u x=(1-u z u v x)(1-u v z)
$$

Thus we conclude that $(1-u x) \perp(1-y v)$. Using that $v u \in R_{q}^{-1}$ in a similar way, we get that $(1-x u) \perp(1-v y)$.
$(a) \Rightarrow(c)$ is a trivial matrix calculation.
(c) $\Rightarrow\left(\right.$ a). Assume that $\left(\begin{array}{cc}u & 0 \\ 0 & v\end{array}\right) \in M_{2}(R)_{q}^{-1}$, and choose a quasi-inverse $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. A straightforward (albeit tedious) matrix calculation shows that $u=u a u, v=v d v$ and also that

$$
\begin{array}{ll}
(1-u a) \perp(1-a u), & (1-v d) \perp(1-d v) \\
(1-u a) \perp(1-d v), & (1-a u) \perp(1-v d)
\end{array}
$$

Observe that $1-u x=(1-u x)(1-u a)$ and that $1-y v=(1-d v)(1-y v)$. It follows that $(1-u x) \perp(1-y v)$, and similarly $(1-x u) \perp(1-v y)$.

As in $[15,2.6]$, if $u$ and $v$ in $R_{q}^{-1}$ satisfy one of the (equivalent) conditions of Proposition 1.3, we say that $u$ and $v$ are composable.

We also say that two elements $u$ and $v$ in $M_{n}(R)_{q}^{-1}$ are equivalent provided there exist matrices $\alpha$ and $\beta$ in $E_{n}(R)$ such that $u=\alpha v \beta$. Thus, in analogy with [15, Proposition 2.7] (see also, e.g. [24, Lemma 9.7] or [32, Proposition 2.1.4]), we have:

Proposition 1.4. Let $R$ be a unital ring, and let $u$ and $v$ be composable elements in $R_{q}^{-1}$. Then the matrices

$$
\left(\begin{array}{cc}
u v & 0 \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{cc}
v u & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
u & 0 \\
0 & v
\end{array}\right)
$$

are all equivalent.
Proof. Choose quasi-inverses $x$ and $y$ for $u$ and $v$ respectively. By Proposition 1.3 we have that $(1-u x) \perp(1-y v)$. Let $\alpha$ and $\beta$ be the elements in $E_{2}(R)$ given by:

$$
\begin{aligned}
& \alpha=\left(\begin{array}{cc}
1 & u \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-x & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-u & 1
\end{array}\right), \\
& \beta=\left(\begin{array}{ll}
1 & 0 \\
y & 1
\end{array}\right)\left(\begin{array}{cc}
1 & (1-x u) v \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-y & 1
\end{array}\right) .
\end{aligned}
$$

Now check that

$$
\alpha\left(\begin{array}{cc}
1 & 0 \\
0 & u v
\end{array}\right) \beta=\left(\begin{array}{cc}
u & 0 \\
1-x u & x u v
\end{array}\right) \beta=\left(\begin{array}{ll}
u & 0 \\
0 & v
\end{array}\right) .
$$

The proof works similarly for $\left(\begin{array}{cc}v u & 0 \\ 0 & 1\end{array}\right)$.
Corollary 1.5 (cf. [15, 2.8]). Let $R$ be a unital ring, and let $u$ be a quasi-invertible element and $v$ an invertible element. Then $\left(\begin{array}{cc}u & 0 \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{cc}v u v^{-1} & 0 \\ 0 & 1\end{array}\right)$ are equivalent.

Proof. Obviously, $v$ and $u v^{-1}$ are composable.
The reader will have noticed that quasi-inverses of quasi-invertible elements are not unique, but their precise form was given in [8, Theorem 2.3]. For technical reasons (namely, the proof of Theorem 1.8 below), we shall need a slight generalization of that result, that extends its validity to the context of the so-called skew corners. We recall the main definitions and give some details of the proof.

Given idempotents $p$ and $q$ in a unital ring $R$ such that $p R q \neq 0$, we say that an element $u \in p R q$ is quasi-invertible (in symbols $u \in(p R q)_{q}^{-1}$ ) provided that there exists an element $v$ in $q R p$ such that $u=u v u$ and $(p-u v) \perp(q-v u)$ (we may also choose $v$ so that $v=v u v$ ). (See [8, §5].)

Proposition 1.6. Let $R$ be a unital ring, and let $p$ and $q$ be two idempotents in $R$ such that $p R q \neq 0$. If $u \in(p R q)_{q}^{-1}$ with a quasi-inverse $v$ in $q R p$, then each element of the form

$$
\begin{equation*}
v^{\prime}=v+a(p-u v)+(q-v u) b \tag{1}
\end{equation*}
$$

with $a$ in $q R$ and $b$ in $R p$, is a quasi-inverse for $u$ and we have

$$
\left(p-u v^{\prime}\right) \perp\left(q-v^{\prime} u\right), \quad\left(p-u v^{\prime}\right) \perp(q-v u), \quad(p-u v) \perp\left(q-v^{\prime} u\right)
$$

Conversely, if $v^{\prime}$ in $q R p$ is a partial inverse for $u$, then $v^{\prime}$ has the form in (1), with $a=b=v^{\prime}$.

Proof. Since $u v^{\prime}=u v+u a(p-u v)$, we get $u v^{\prime} u=u v u=u$. Now $(p-u(a p))(p-u v)=p-u v-u a p+u a u v=p-u v^{\prime}$, and similarly $q-v^{\prime} u=(q-v u)(q-(q b) u)$. This shows that $\left(p-u v^{\prime}\right) \perp\left(q-v^{\prime} u\right)$, and also that $v^{\prime}$ is a quasi-inverse for $u$.

Observe that $\left(q-v^{\prime} u\right)(q-v u)=q-v u$, whence $\left(p-u v^{\prime}\right) \perp(q-v u)$. The relation $(p-u v) \perp\left(q-v^{\prime} u\right)$ follows similarly.

Conversely, assume that $v^{\prime} \in q R p$ and that it is a partial inverse for $u$. Then $0=(q-v u) v^{\prime}(p-u v)=v^{\prime}-v u v^{\prime}-v^{\prime} u v+v$. Thus

$$
v^{\prime}=2 v^{\prime}-v u v^{\prime}-v^{\prime} u v+v=v+(q-v u) v^{\prime}+v^{\prime}(p-u v),
$$

so that $v^{\prime} \in(q R p)_{q}^{-1}$ with $\left(p-u v^{\prime}\right) \perp\left(q-v^{\prime} u\right)$, by the first part of the proof.
Lemma 1.7. Let $R$ be a unital ring. Let a be a quasi-invertible element in $R$, and choose a quasi-inverse bor $a$. Let $u$ and $v$ be invertible elements in $R$ and take any $x$ in $R$.
(a) Let $b_{1}=b u+(1-b a) x$. Then $a_{1}:=u^{-1} a \in R_{q}^{-1}$ and has $b_{1}$ as quasi-inverse.
(b) Let $b_{1}=u b v$. Then $a_{1}:=v^{-1} a u^{-1} \in R_{q}^{-1}$ and has $b_{1}$ as a quasi-inverse.

Proof. (a) Let $y=b_{1} u^{-1}=b+(1-b a) x u^{-1}$. By [8, Theorem 2.3], $y$ is a quasi-inverse for $a$. Now, we have that

$$
\begin{aligned}
& a_{1} b_{1} a_{1}=\left(u^{-1} a\right) y u\left(u^{-1} a\right)=u^{-1} a=a_{1}, \\
& b_{1} a_{1} b_{1}=(y u) u^{-1} a(y u)=y u=b_{1},
\end{aligned}
$$

and also

$$
1-a_{1} b_{1}=u^{-1}(1-a y) u, \quad 1-b_{1} a_{1}=1-y a
$$

whence the conclusion follows.
(b) Straightforward computations show that in this case also $a_{1}=a_{1} b_{1} a_{1}$ and that $b_{1}=b_{1} a_{1} b_{1}$, and moreover $1-a_{1} b_{1}=v^{-1}(1-a b) v$ and $1-b_{1} a_{1}=$ $u(1-b a) u^{-1}$.

Theorem 1.8. Let $R$ be a unital $Q B$-ring. Then, every element in $M_{2}(R)_{q}^{-1}$ is equivalent to a matrix of the form

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

where $a, d \in R_{q}^{-1}$, and if $s, t$ are quasi-inverses for $a$ and $d$ respectively, then

$$
b \in((1-a s) R(1-t d))_{q}^{-1}, \quad \text { and } \quad c \in((1-d t) R(1-s a))_{q}^{-1}
$$

(and $b=0$ if $(1-a s) R(1-t d)=0$, and $c=0$ if $(1-d t) R(1-s a)=0)$.
Proof. Let $\alpha$ be a quasi-invertible element in $M_{2}(R)$, and choose a quasiinverse $\beta$, so that $\alpha=\alpha \beta \alpha, \beta=\beta \alpha \beta$, and $\left(1_{2}-\alpha \beta\right) \perp\left(1_{2}-\beta \alpha\right)$. The
process carried out in [8, Theorem 6.4] to show that $M_{2}(R)$ is also a $Q B$-ring can be performed in this setting to the trivial equation:

$$
\beta \alpha+\left(1_{2}-\beta \alpha\right)=1_{2}
$$

The inspection of this process reveals that (in a finite number of steps $n$ ) we get matrices $\alpha_{n}$ and $\beta_{n}$, so that

$$
\beta_{n}=\left(\begin{array}{cc}
u & w_{12} \\
w_{21} & v
\end{array}\right)
$$

where $u, v \in R_{q}^{-1}$, and if $x, y$ are quasi-inverses for $u$ and $v$ respectively, then $w_{12} \in((1-u x) R(1-y v))_{q}^{-1} \cup\{0\}, \quad$ and $\quad w_{21} \in((1-v y) R(1-x u))_{q}^{-1} \cup\{0\}$.

We also have that $\alpha_{0}=\alpha$ and $\beta_{0}=\beta$, and each pair $\alpha_{i}, \beta_{i}$ is obtained from the previous one according to the operations (a) or (b) in Lemma 1.7, using as invertible elements elementary matrices (and replacing $a$ by $\alpha_{i}$, and $b$ by $\beta_{i}$ ). In particular, $\alpha_{n}$ and $\beta_{n}$ are quasi-inverses for one another, and $\alpha_{n}$ is obtained from $\alpha$ by elementary changes. Thus, without loss of generality, we may assume that $\alpha=\alpha_{n}$ and $\beta=\beta_{n}$. Hence, writing $\alpha=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, we have the equation:

$$
\left(\begin{array}{cc}
u & w_{12} \\
w_{21} & v
\end{array}\right)=\left(\begin{array}{cc}
u & w_{12} \\
w_{21} & v
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
u & w_{12} \\
w_{21} & v
\end{array}\right)
$$

The $(1,1)$ equation gives:

$$
u=u a u+w_{12} c u+u b w_{21}+w_{12} d w_{21}
$$

where the last summand is actually zero, because $(1-u x) \perp(1-x u)$. Multiplying this equation on the left by $1-u x$ we get $w_{12} c u=0$, and multiplying afterwards on the right by $1-x u$ we get $u b w_{21}=0$. Hence $u=u a u$. By [8, Theorem 2.3] (or also Proposition 1.6), $a \in R_{q}^{-1}$. In fact, $a=x+(1-x u) a+a(1-u x)$ and $(1-a u) \perp(1-u a)$, whence also $a=a u a$. Similar computations using the $(2,2)$ equation yield $d=d v d, v=v d v$ and $(1-d v) \perp(1-v d)$, so also $d \in R_{q}^{-1}$.

Now the $(1,2)$ equation gives:

$$
w_{12}=u a w_{12}+w_{12} c w_{12}+u b v+w_{12} d v
$$

After left multiplication by $1-u x$ and right multiplication by $1-y v$ we get $w_{12}=w_{12} c w_{12}$. If, instead, we multiply on the left by $u x$ and on the right
by $y v$, we get $u b v=0$. Similarly, working with the $(2,1)$ equation, we get $w_{21}=w_{21} b w_{21}$ and $v c u=0$.

In principle there is no reason to believe that, e.g. $(1-a u) b(1-v d)=b$, hence we need to perform some more changes on $\alpha$, as follows:

$$
\left(\begin{array}{cc}
1 & 0 \\
-c u & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
1 & -u b \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a & (1-a u) b \\
c(1-u a) & d-c u b
\end{array}\right) .
$$

Set $d_{1}:=d-c u b$. Since $c u b v=0$, we have that $c u b(1-v d)=c u b$, hence by [8, Theorem 2.3] (or also Proposition 1.6) $d_{1}$ and $v$ are quasi-inverses for one another. Thus $d_{1} v d_{1}=d_{1}$. On the other hand, and using also that $v c u=0$, we see that $d_{1} v d_{1}=d$, hence $d=d_{1}$. Finally, we compute:

$$
\begin{array}{r}
\left(\begin{array}{cc}
1 & -(1-a u) b \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
a & (1-a u) b \\
c(1-u a) & d
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-v c(1-u a) & 1
\end{array}\right) \\
=\left(\begin{array}{cc}
a & (1-a u) b(1-v d) \\
(1-d v) c(1-u a) & d
\end{array}\right) .
\end{array}
$$

It is clear that we only have to consider the cases where the skew corners $(1-a u) R(1-v d)$ or $(1-d v) R(1-u a)$ are different from zero. Observe also that $(1-a u) R(1-v d)=(1-x u) R(1-v y)$ and that $(1-d v) R(1-u a)=$ $(1-y v) R(1-u x)$. Hence, Proposition 1.6 implies that $(1-a u) b(1-v d) \in$ $((1-a u) R(1-v d))_{q}^{-1}$. Similarly, we get that $(1-d v) c(1-u a) \in((1-$ $d v) R(1-u a))_{q}^{-1}$.

For a unital ring $R$, we denote the monoid of isomorphism classes of finitely generated right projective $R$-modules by $V(R)$ (where the addition is given by the direct sum of representatives).

Alternatively, $V(R)$ can be described by using an idempotent picture that will prove more suitable to us in some cases. Given idempotents $p$ and $q$ in $R$, we say that $p$ and $q$ are (Murray-von Neumann) equivalent, and write $p \sim q$, provided there exist elements $x$ in $p R q$ and $y$ in $q R p$ such that $p=x y$ and $q=y x$. Let $M_{\infty}(R)=\underset{\longrightarrow}{\lim } M_{n}(R)$ under the mappings $x \mapsto \operatorname{diag}(x, 0)$. Denote by $[p]$ the equivalence class of an idempotent in $M_{\infty}(R)$. Then $V(R)$ can also be viewed as the set of all equivalence classes of idempotents from $M_{\infty}(R)$, with addition defined by $[p]+[q]=[p \oplus q](p \oplus q$ stands for $\operatorname{diag}(p, q))$. Write $p \lesssim q$ if there is an idempotent $p^{\prime}$ such that $p \sim p^{\prime} \leq q$. The passage from one picture of $V(R)$ to the other consists of identifying every finitely projective right module with an idempotent in some matrix ring over $R$ in the standard way. Whilst $\sim$ translates into isomorphism, the symbol $\lesssim$ translates into the statement "is isomorphic to a direct summand of".

If $R$ is a unital ring and $u$ is a quasi-invertible element in $R$, with a quasiinverse $v$, we set $p=1-u v$ and $q=1-v u$. We shall refer to the idempotents $p$ and $q$ as the defect idempotents associated with the quasi-invertible element $u$. It was observed in [10, p. 77] that, even though quasi-inverses are not unique, the defect idempotents corresponding to different quasi-inverses are equivalent (in fact, they are conjugate by a unit of the ring). We therefore denote these classes by $\lambda_{u}$ and $\rho_{u}$.

Corollary 1.9. Let $R$ be a unital $Q B$-ring, and let $\alpha$ be a quasi-invertible element in $M_{2}(R)$. Then the classes $\lambda_{\alpha}$ and $\rho_{\alpha}$ admit a diagonal representative.

Proof. By Theorem 1.8, there exist matrices $\beta$ and $\gamma$ in $E_{2}(R)$ such that $\beta \alpha \gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where $a, d \in R_{q}^{-1}$, and if $x, y$ are quasi-inverses for $a$ and $d$ respectively, then

$$
b \in((1-a x) R(1-y d))_{q}^{-1}, \quad \text { and } \quad c \in((1-d y) R(1-x a))_{q}^{-1}
$$

(and $b=0$ if $(1-a x) R(1-y d)=0$, and $c=0$ if $(1-d y) R(1-x a)=0)$. Let $\alpha^{\prime}=\left(\begin{array}{ll}x & s \\ t & y\end{array}\right)$, where $s$ is a quasi-inverse for $b$ (or $s=0$ ), and $t$ is a quasi-inverse for $c$ (or $t=0$ ). It is straightforward to check that $\beta \alpha \gamma \alpha^{\prime}$ is a diagonal idempotent. Since $\beta\left(1_{2}-\alpha\left(\gamma \alpha^{\prime} \beta\right)\right) \beta^{-1}=1_{2}-\beta \alpha \gamma \alpha^{\prime}$, we see that $\lambda_{\alpha}=\left[1_{2}-\beta \alpha \gamma \alpha^{\prime}\right]$. In a similar way, $1_{2}-\alpha^{\prime} \beta \alpha \gamma=\gamma^{-1}\left(1_{2}-\left(\gamma \alpha^{\prime} \beta\right) \alpha\right) \gamma$, whence $\rho_{\alpha}=\left[1_{2}-\alpha^{\prime} \beta \alpha \gamma\right]$, and the result follows.

## 2. Diagonalization of matrices and cancellation conditions

Our goal in this section is to show that all quasi-invertible matrices over a separative $Q B$-ring can be diagonalized by performing elementary row and column operations. In particular, we see that a large subset of the set of von Neumann regular elements can be understood. This parallels the corresponding result established in [7] (see also [6]), where it is shown that all von Neumann regular matrices over a separative exchange ring can be diagonalised with elementary operations. It also recovers the corresponding result for extremally rich $C^{*}$ algebras ([17]), although our methods are different. The main consequences of our theorem will be derived in the next section, where some interesting facts concerning the $K$-Theory of $Q B$-rings will be established.

The ingredient we require, as already mentioned, is that our rings $R$ are separative. It is convenient for our purposes in the current secion to use the idempotent picture of the monoid $V(R)$ described above, and thus $R$ is separative if, for idempotents $p, q$ and $r$ in $M_{\infty}(R)$, we have

$$
p \oplus r \sim q \oplus r \quad \text { and } \quad r \lesssim n \cdot p, m \cdot q \quad \Longrightarrow p \sim q
$$

All known examples of $Q B$-rings satisfy this weakened cancellation condition. In view of the results in this and the next section, the following question imposes itself:

Question 2.1. Are all $Q B$-rings separative?
We shall present in the next sections some instances where the answer to this question turns out to be positive.

In the case of operator algebras, L. G. Brown and G. K. Pedersen have proved the remarkable result that all extremally rich $C^{*}$-algebras with real rank zero are separative, see [17]. Since the $C^{*}$-algebras that are exchange rings are precisely the ones with real rank zero ([5, Theorem 7.2]), it would be interesting to know whether or not every exchange $Q B$-ring is separative. This is connected to the Fundamental Separativity Question formulated for exchange rings (see [5]).

In order to achieve our main result we assemble three lemmas, as follows. Let $n \in \mathrm{~N}$. Recall that $E_{n}(R)$ is used to denote the subgroup of $\mathrm{GL}_{n}(R)$ generated by the elementary matrices of size $n$. If $I$ is an ideal of $R$, denote by $E_{n}(R, I)$ the normal subgroup of $E_{n}(R)$ generated by the elements in $E_{n}(I)$. Define $\mathrm{GL}_{n}(R, I)$ as the kernel of the map $\mathrm{GL}_{n}(R) \rightarrow \mathrm{GL}_{n}(R / I)$. In other words, the elements in $\mathrm{GL}_{n}(R, I)$ are those matrices $\alpha$ in $\mathrm{GL}_{n}(R)$ such that $\pi_{I}(\alpha)=1_{n}$.

Let $\operatorname{GL}(R, I)=\lim \operatorname{GL}_{n}(R, I)$ through the maps $x \mapsto \operatorname{diag}(x, 1)$ and let $E(R, I)=\lim E_{n}(\overrightarrow{R, I})$. Then $E(R, I)$ is a normal subgroup of $\operatorname{GL}(R, I)$ (see, e.g. [32]).

Lemma 2.2. Let $R$ be a ring and let I be a two-sided ideal of $R$. Let $a \in R$ and assume that $a-1 \in I$ and that $a$ is von Neumann regular (i.e. $a=a x a$ and $x=x a x$ for some $x$ in $R$ ). Assume there exists an idempotent e in $I$ and a unit $u$ in $R$ such that $u(1-e) u^{-1}=a x$. Then there is a matrix $\alpha$ in $E_{2}(R, I)$ such that $(a, u e) \alpha=(1,0)$.

Proof. Let $\alpha_{1}=\left(\begin{array}{cc}1 & x u \\ 0 & 1\end{array}\right)$. Then $(a, u e) \alpha_{1}=(a, u)$. Next, take $\alpha_{2}=$ $\left(\begin{array}{cc}1 & 0 \\ u^{-1}(1-a) & 1\end{array}\right)$. Then $(a, u) \alpha_{2}=(1, u)$. Finally, let $\alpha_{3}=\left(\begin{array}{cc}1 & -u \\ 0 & 1\end{array}\right)$, so that $(1, u) \alpha_{3}=(1,0)$.

Let $\alpha=\alpha_{1} \alpha_{2} \alpha_{3}$. Note that $\alpha=\alpha_{1} \alpha_{3} \alpha_{3}^{-1} \alpha_{2} \alpha_{3}$. Since $1-a \in I$, we have $\alpha_{2} \in E_{2}(I)$, so that $\alpha_{3}^{-1} \alpha_{2} \alpha_{3} \in E(R, I)$. On the other hand, $\alpha_{1} \alpha_{3}=$ $\left(\begin{array}{cc}1 & (x-1) u \\ 0 & 1\end{array}\right) \in E_{2}(I)$ (since also $\left.x-1 \in I\right)$.

The following observation is easy and has been made in [17]. Recall that an idempotent $p$ in a ring $R$ is called full provided that $R p R=R$ (hence
the module $p R$ is a generator in the category of finitely generated projective modules).

Lemma 2.3. Let a be a quasi-invertible element in a ring $R$, and let $x$ be a quasi-inverse for a. Then the idempotent ax is full in $R$.

Proof. Since $(1-a x)(1-x a)=0$, we have that $1-a x=(1-a x) x a$. Therefore

$$
a x+[(1-a x) x] a x a=a x+(1-a x) x a=a x+1-a x=1
$$

The next lemma requires the notion of a non-unital $Q B$-ring, as defined in [8, §4]. This will allow us to obtain further results in relative $K$-Theory (see Section 3). We recall the definition (that will be used in the next section) and an equivalent formulation that is more convenient for our proof below.

Let $I$ be any ring (unital or not). We shall denote $\widetilde{I}=I \oplus \mathrm{Z}$, which is a canonical unitization of $I$ with componentwise addition and multiplication given by the rule $(a, n)(b, m)=(a b+a n+b m, n m)$. This is a unital ring that contains $I$ as a two-sided ideal.

We say that $I$ is a $Q B$-ring provided that whenever $(1-x)(1-a)+b=1$ (in $\tilde{I})$ for $x, a, b$ in $I$, then there is an element $y$ in $I$ such that $1-x+b y \in(\tilde{I})_{q}^{-1}$. If $I$ sits as a two-sided ideal of a unital ring $R$, then it was proved in [8, Theorem 4.9] that $I$ is a $Q B$-ring if and only if, whenever $(1-x) a+b=1$, for $x$ in $I$, and $a, b$ in $R$, there is an element $y$ in $R$ such that $1-x+b y \in R_{q}^{-1}$. We shall say in this situation that $I$ is a $Q B$-ideal of the ring $R$.

Lemma 2.4. Let $R$ be a separative ring, and let $I$ be a $Q B$-ideal of $R$. Assume that $J$ is an ideal of $R$ such that $J I=0$. Let $\alpha \in M_{2}(R)$ be such that

$$
\alpha=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

where $a-1, b, c \in I$, and $\pi_{J}(\alpha) \in M_{2}(R / J)_{r}^{-1}$. Then there exist matrices $\beta$, $\gamma$ in $E_{2}(R, I)$ such that $\beta \alpha \gamma=\left(\begin{array}{cc}1 & 0 \\ 0 & d_{1}\end{array}\right)$, with $\pi_{J}\left(d_{1}\right) \in(R / J)_{r}^{-1}$.

Proof. Denote, for the proof, $\pi_{J}(x)=\bar{x}$. We have an equation

$$
\left(\begin{array}{ll}
\bar{a} & \bar{b}  \tag{2}\\
\bar{c} & \bar{d}
\end{array}\right)\left(\begin{array}{ll}
\overline{a^{\prime}} & \overline{b^{\prime}} \\
\overline{c^{\prime}} & \overline{d^{\prime}}
\end{array}\right)=\left(\begin{array}{ll}
\overline{1} & 0 \\
0 & \overline{1}
\end{array}\right)
$$

from which we obtain $a a^{\prime}+b c^{\prime}+j=1$ for some $j$ in $J$. Write $a=1-a_{1}$, where $a_{1} \in I$, and $a^{\prime}=1-a_{1}^{\prime}$, so we have $\left(1-a_{1}\right)\left(1-a_{1}^{\prime}\right)+\left(b c^{\prime}+j\right)=1$. By [8, Lemma 4.6], we can rearrange this equality so that $\left(1-a_{1}\right)\left(1-x_{1}\right)+$
$\left(b c^{\prime}+j\right) x_{2}=1$, for elements $x_{1}$ and $x_{2}$ in $I$, and since $J I=0$, we get $\left(1-a_{1}\right)\left(1-x_{1}\right)+b c^{\prime} x_{2}=1$.

Now we use that $I$ is a $Q B$-ideal of the ring $R$, hence there exists $z$ in $R$ satisfying $a+b c^{\prime} x_{2} z=1-a_{1}+b c^{\prime} x_{2} z \in R_{q}^{-1}$. We compute that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
c^{\prime} x_{2} z & 1
\end{array}\right)=\left(\begin{array}{ll}
a+b c^{\prime} x_{2} z & b \\
c+d c^{\prime} x_{2} z & d
\end{array}\right)
$$

where $c^{\prime} x_{2} z \in I$. Hence, without loss of generality, we can assume that $a \in$ $R_{q}^{-1}$ and that equation (2) still holds.

Next, let $x$ be a quasi-inverse for $a$, so that $a=a x a, x=x a x$ and $(1-x a) \perp(1-a x)$. Observe that $1-x \in I$, and thus $1-a x, 1-x a \in I$. Compute:

$$
\left(\begin{array}{cc}
1 & 0 \\
-c x & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
1 & -x b \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a & (1-a x) b \\
c(1-x a) & d_{1}
\end{array}\right)
$$

Hence, without loss of generality, we can also assume that $a x b=c x a=0$, and that equation (2) is still valid.

Look at the equality $a a^{\prime}+b c^{\prime}+j=1$ for some (possibly different) $j$ in $J$. Multiply this equation left and right by $1-a x$, an element of $I$. Since $J I=0,(1-a x) a=0$ and $a x b=0$, we obtain $b c^{\prime}(1-a x)=1-a x$. Let $e=c^{\prime}(1-a x) b=c^{\prime} b$. Then $e$ is an idempotent in $I$ and $e \sim 1-a x$. Note that

$$
(1-e) c^{\prime}(1-a x)=\left(1-c^{\prime} b\right) c^{\prime}(1-a x)=c^{\prime}(1-a x)-c^{\prime}(1-a x)=0
$$

and also

$$
b(1-e)=b\left(1-c^{\prime} b\right)=\left(1-b c^{\prime}(1-a x)\right) b=a x b=0
$$

We now claim that $1-e$ is full in $R$.
To see this, compute

$$
d(1-e) d^{\prime}=d d^{\prime}-d c^{\prime} b d^{\prime}
$$

We know that $c a^{\prime}+d c^{\prime}=k \in J$. Then

$$
\begin{aligned}
d c^{\prime} b d^{\prime}=\left(k-c a^{\prime}\right) b d^{\prime} & =\left(k-c a^{\prime}\right)(1-a x) b d^{\prime}=-c a^{\prime}(1-a x) b d^{\prime} \\
& =-c(1-x a) a^{\prime}(1-a x) b d^{\prime}=0,
\end{aligned}
$$

because $J I=0,1-a x \in I$, and $(1-a x) \perp(1-x a)$. Therefore $d(1-e) d^{\prime}=$ $d d^{\prime}$.

On the other hand,

$$
c(1-e)(1-x a) b^{\prime}=c\left(1-c^{\prime}(1-a x) b\right)(1-x a) b^{\prime}=c b^{\prime}
$$

since $a x b=0$ and $(1-x a) \perp(1-a x)$. Hence $d(1-e) d^{\prime}+c(1-e)(1-x a) b^{\prime}=$ $c b^{\prime}+d d^{\prime} \in 1+J$. Since $e \in I$ and $J I=0$, we obtain

$$
d(1-e) d^{\prime} e+c(1-e)(1-x a) b^{\prime} e=e
$$

This implies that $e \in R(1-e) R$. Since we also have $1-e \in R(1-e) R$, we get $R=R(1-e) R$, which establishes the claim.

In $V(R)$ we have that

$$
[a x]+[1-a x]=[1]=[1-e]+[e]=[1-e]+[1-a x],
$$

where $1-e$ is full and $a x$ is also full (by Lemma 2.3). Using the separativity of $R$, we conclude that $a x \sim 1-e$. Write $a x=s t$ and $1-e=t s$, where $s \in a x R(1-e)$ and $t \in(1-e)$ Rax. We had previously that $e=c^{\prime}(1-a x) b$ and $1-a x=b c^{\prime}(1-a x)$. We conclude that the element $u=s+b$ is invertible in $R$, with inverse $u^{-1}=t+c^{\prime}(1-a x)$, and $u(1-e) u^{-1}=a x$. Observe that, by our computations, $u e=b$.

Invoking Lemma 2.2, we find a matrix $\alpha$ in $E_{2}(R, I)$ such that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \alpha=\left(\begin{array}{rr}
1 & 0 \\
c_{1} & d_{1}
\end{array}\right)
$$

where, by our computations, $c_{1} \in I$. The last routine calculation is done multiplying on the left by $\left(\begin{array}{cc}1 & 0 \\ -c_{1} & 1\end{array}\right) \in E_{2}(I)$.

Let $M$ be an abelian monoid. We equip $M$ with its natural (algebraic) preorder, given by $x \leq y$ if $x+z=y$ for some $z$ in $M$. We say that $M$ is separative if

$$
a+c=b+c \text { with } c \leq n a, c \leq m b \Longrightarrow a=b .
$$

The example we have in mind is that of $V(R)$ for a ring $R$. Clearly, $V(R)$ is a separative monoid precisely when $R$ is a separative ring. The need for the more general definition will be clear from the following definition and in the proof of the theorem below.

If $I$ is a submonoid of an abelian monoid $M$, then $I$ is said to be an orderideal (or an $o$-ideal) of $M$ if $x \leq y$ with $y$ in $I$ forces $x \in I$. One can define a congruence on $M$ by declaring that $x \sim y$ if there are elements $z$ and $t$ in $I$ such that $x+z=y+t$. We denote $M / I=M / \sim$, and this becomes an
abelian monoid under $\pi_{I}(x)+\pi_{I}(y)=\pi_{I}(x+y)$, where $\pi_{I}(x)$ denotes the congruence class of $x$.

In the particular case that $I$ is an ideal of a ring $R$, it is easily checked that $V(I)$ is an order-ideal of $V(R)$. There is a natural map $V(R) / V(I) \rightarrow$ $V(R / I)$, which is surjective if idempotent matrices lift modulo $I$. It is easy to verify that if $R$ is a separative ring, then $V(R) / V(I)$ is a separative monoid, although it is not necessarily true that $R / I$ is also separative (see [5]). We shall denote by $\pi_{J}([p])$ the class in $V(R) / V(J)$ of an element $[p]$ in $V(R)$ (rather than using $\left.\pi_{V(J)}\right)$.

We are now ready for the harvest.
Theorem 2.5. Let $R$ be a separative $Q B$-ring, and let $\alpha \in M_{2}(R)_{q}^{-1}$. Then there exist matrices $\beta, \gamma$ in $E_{2}(R)$ such that

$$
\beta \alpha \gamma=\left(\begin{array}{ll}
1 & 0 \\
0 & d
\end{array}\right)
$$

with $d \in R_{q}^{-1}$.
Proof. Without loss of generality (using Theorem 1.8), we may assume that

$$
\alpha=\left(\begin{array}{cc}
a & w_{12} \\
w_{21} & b
\end{array}\right)
$$

where $a, b \in R_{q}^{-1}$ with (respective) quasi-inverses $x$ and $y$ such that $w_{12} \in((1-a x) R(1-y b))_{q}^{-1} \cup\{0\} \quad$ and $\quad w_{21} \in((1-b y) R(1-x a))_{q}^{-1} \cup\{0\}$.

If $w_{i j}=0$ for all $i, j$, then by combining Propositions 1.3 and 1.4 , we have that $a b \in R_{q}^{-1}$ and $\alpha$ is equivalent to $\left(\begin{array}{cc}1 & 0 \\ 0 & a b\end{array}\right)$.

Thus, we may assume that some of the $w_{i j}$ are not zero. It is enough to consider the case that $w_{i j} \neq 0$ for all $i$ and $j$. In this case, pick quasi-inverses $w_{i j}^{\prime}$ for $w_{i j}$ and check that

$$
\left(\begin{array}{cc}
a & w_{12} \\
w_{21} & b
\end{array}\right)\left(\begin{array}{cc}
x & w_{21}^{\prime} \\
w_{12}^{\prime} & y
\end{array}\right)=\left(\begin{array}{cc}
a x+w_{12} w_{12}^{\prime} & 0 \\
0 & b y+w_{21} w_{21}^{\prime}
\end{array}\right)
$$

Let $J=R\left(1-a x-w_{12} w_{12}^{\prime}\right) R+R\left(1-b y-w_{21} w_{21}^{\prime}\right) R$. Denoting by $\bar{v}$ the classes modulo $J$, we have the following equation in $R / J$ :

$$
\left(\begin{array}{cc}
\bar{a} & \overline{w_{12}} \\
\overline{w_{21}} & \bar{b}
\end{array}\right)\left(\begin{array}{cc}
\bar{x} & \overline{w_{21}^{\prime}} \\
\overline{w_{12}^{\prime}} & \bar{y}
\end{array}\right)=\left(\begin{array}{cc}
\overline{1} & 0 \\
0 & \overline{1}
\end{array}\right) .
$$

We start as in the previous lemma, so that we multiply the equation

$$
\overline{a x}+\overline{w_{12}} \overline{w_{12}^{\prime}}=1
$$

on the left by $\overline{1-a x}$, and we get $\overline{w_{12}} \overline{w_{12}^{\prime}}=\overline{1-a x}$. Set $e=\overline{w_{12}^{\prime}} \overline{w_{12}}$, which is an idempotent, equivalent to $\overline{1-a x}$. Our goal is to see that also $1-e$ is equivalent to $\overline{a x}$, so that we will be in position to apply Lemma 2.2.

Note the following relations:

$$
b\left(1-w_{12}^{\prime} w_{12}\right) y=b y, \quad w_{21}\left(1-w_{12}^{\prime} w_{12}\right) w_{21}^{\prime}=w_{21} w_{21}^{\prime} .
$$

(The second one holds since, for example, $(1-a x) \perp(1-x a)$.) Therefore, the idempotent by $+w_{21} w_{21}^{\prime}$ can be rewritten as $\epsilon_{1} \epsilon_{2} \epsilon_{3}$, where

$$
\begin{gathered}
\epsilon_{1}=\left(\begin{array}{cc}
b & w_{21} \\
0 & 0
\end{array}\right), \quad \epsilon_{2}=\operatorname{diag}\left(1-w_{12}^{\prime} w_{12}, 1-w_{12}^{\prime} w_{12}\right) \\
\text { and } \quad \epsilon_{3}=\left(\begin{array}{cc}
y & 0 \\
w_{21}^{\prime} & 0
\end{array}\right) .
\end{gathered}
$$

If we let $f=\epsilon_{2} \epsilon_{3} \epsilon_{1} \epsilon_{2}$, then we have that $\left[b y+w_{21} w_{21}^{\prime}\right]=[f] \leq 2\left[1-w_{12}^{\prime} w_{12}\right]$ in $V(R)$.

Recall that $\pi_{J}([p])$ denotes the class in $V(R) / V(J)$ of an element [ $p$ ] from $V(R)$. Since $1-b y-w_{21} w_{21}^{\prime} \in J$, we get in $V(R) / V(J)$ that

$$
\begin{aligned}
\pi_{J}([1-a x]) \leq \pi_{J}([1])=\pi_{J}([b y+ & \left.\left.w_{21} w_{21}^{\prime}\right]\right) \\
& =\pi_{J}([f]) \leq 2 \pi_{J}\left(\left[1-w_{12}^{\prime} w_{12}\right]\right)
\end{aligned}
$$

On the other hand, since $a x$ is full in $R$ (by Lemma 2.3 and also its proof) we have that $\pi_{J}([1]) \leq 2 \pi_{J}([a x])$ in $V(R) / V(J)$, hence also $\pi_{J}([1-a x]) \leq$ $2 \pi_{J}([a x])$.

Notice also that $\pi_{J}\left(\left[w_{12}^{\prime} w_{12}\right]\right)=\pi_{J}([1-a x])$ in $V(R) / V(J)$, because $1-a x-w_{12} w_{12}^{\prime} \in J$ and $\left[w_{12}^{\prime} w_{12}\right]+\left[1-a x-w_{12} w_{12}^{\prime}\right]=[1-a x]$ in $V(R)$.

Now, as in the comments preceding the proof, $V(R) / V(J)$ is a separative monoid. Therefore, the fact that

$$
\begin{aligned}
\pi_{J}([1-a x])+\pi_{J}([a x]) & =\pi_{J}\left(\left[w_{12}^{\prime} w_{12}\right]\right)+\pi_{J}\left(\left[1-w_{12}^{\prime} w_{12}\right]\right) \\
& =\pi_{J}([1-a x])+\pi_{J}\left(\left[1-w_{12}^{\prime} w_{12}\right]\right)
\end{aligned}
$$

coupled with the inequalities we just observed above implies that $\pi_{J}([a x])=$ $\pi_{J}\left(\left[1-w_{12}^{\prime} w_{12}\right]\right)$. This carries over to $V(R / J)$, hence we get that $\overline{a x}$ is equivalent to $1-e$, as claimed.

Write $\overline{a x}=s t$ and $t s=1-e$ for appropriate $s$ and $t$. Then the element $u=s+\overline{w_{12}}$ is a unit in $R / J$ such that $u(1-e) u^{-1}=\overline{a x}$ (and one can check
that $u e=\overline{w_{12}}$ ). We can therefore apply Lemma 2.2 (with the ideal being $R / J$ ) to get $\beta^{\prime} \in E_{2}(R / J)$ such that $\bar{\alpha} \beta^{\prime}=\left(\begin{array}{cc}1 & 0 \\ c_{1} & d_{1}\end{array}\right)$. We may obviously assume that $\beta^{\prime}=\bar{\beta}$, for some $\beta \in E_{2}(R)$. Necessarily also, $d_{1}$ is right invertible in $R / J$. Thus, after right multiplication by a suitable elementary matrix, we can assume that $c_{1}=0$. Upstairs, this translates into the following

$$
\alpha \beta=\left(\begin{array}{cc}
1+x_{11} & x_{21} \\
x_{12} & d
\end{array}\right)
$$

where $x_{i j} \in J$.
Now, let $I=R\left(1-x a-w_{21}^{\prime} w_{21}\right) R+R\left(1-y b-w_{12}^{\prime} w_{12}\right) R$. It follows from our relations that $I J=J I=0$. Since also

$$
\left(\begin{array}{cc}
x & w_{21}^{\prime} \\
w_{12}^{\prime} & y
\end{array}\right)\left(\begin{array}{cc}
a & w_{12} \\
w_{21} & b
\end{array}\right)=\left(\begin{array}{cc}
x a+w_{21}^{\prime} w_{21} & 0 \\
0 & y b+w_{12}^{\prime} w_{12}
\end{array}\right)
$$

we know that $\pi_{I}(\alpha \beta) \in M_{2}(R / I)_{l}^{-1}$. Thus the left version of Lemma 2.4 applies, so that we find $\gamma$ and $\epsilon \in E_{2}(R)$ such that $\gamma \alpha \beta \epsilon=\left(\begin{array}{cc}1 & 0 \\ 0 & d^{\prime}\end{array}\right)$, and necessarily $d^{\prime} \in R_{q}^{-1}$.

In the case of exchange rings, the same type of diagonalisation result (for all von Neumann regular matrices) turns out to characterize separativity (see [6, Theorem 3.4]). Given the symmetry between these two classes of rings, it is thus natural to expect that a similar result holds for $Q B$-rings. In the remaining part of this section we explore this possibility and establish a partial result (see Theorem 2.13).

Given any (unital) ring $R$, denote by $D(R)$ the two-sided ideal generated by all defect idempotents of $R$, that is, the idempotents of the form $1-u x$ where $u \in R_{q}^{-1}$ and $x$ is a quasi-inverse for $u$. We shall refer to $D(R)$ as the defect ideal.

Lemma 2.6 (cf. [16, Proposition 3.2]). Let $R$ be a unital $Q B$-ring. Then $R / D(R)$ has stable rank one and $D(R)$ is the smallest ideal of $R$ such that this holds.

Proof. Using [8, Proposition 3.9], we only need to verify that $(R / D(R))_{q}^{-1}$ $=(R / D(R))^{-1}$. Since $R$ is a $Q B$-ring, we have that $(R / D(R))_{q}^{-1}=\left(R_{q}^{-1}+\right.$ $D(R)) / D(R)$. We therefore take $u$ in $R_{q}^{-1}$, and pick any quasi-inverse $x$ for $u$. Then $1-u x, 1-x u \in D(R)$, and hence the class $u+D(R)$ of $u$ modulo $D(R)$ is invertible (with inverse $x+D(R)$ ). This shows that $(R / D(R))_{q}^{-1} \subseteq$ $(R / D(R))^{-1}$, and since the converse inclusion is obvious, the first part of our assertion holds.

Next, suppose that $I$ is an ideal of $R$ such that $R / I$ has stable rank one. Since $R / I$ is also a $Q B$-ring, this implies that $(R / I)_{q}^{-1}=(R / I)^{-1}$, and by [8, Proposition 7.1], this set equals $\left(R_{q}^{-1}+I\right) / I$. Let $u \in R_{q}^{-1}$ and take a quasi-inverse $x$. Then $u=u x u$ and since the class of $u$ is invertible in $R / I$, we have that $1-u x, 1-x u \in I$. Therefore all defect idempotents belong to $I$, from which we infer that $D(R) \subseteq I$, as desired.

Corollary 2.7. Let $R$ be a unital $Q B$-ring.
(i) If $n \geq 1$, then $D\left(M_{n}(R)\right)=M_{n}(D(R))$.
(ii) If $e$ is an idempotent, $D(e R e) \subseteq e D(R) e$, and equality holds in the case that e is full in $R$.

Proof. (i) Since $M_{n}(R) / M_{n}(D(R)) \cong M_{n}(R / D(R))$ and $R / D(R)$ has stable rank one, we have that $M_{n}(R) / M_{n}(D(R))$ has stable rank one too. If $I$ is an ideal of $R$ such that $M_{n}(R) / M_{n}(I) \cong M_{n}(R / I)$ has stable rank one, then $R / I$, being a corner of the matrix ring, will also have stable rank one, hence $D(R) \subseteq I$ and $M_{n}(D(R)) \subseteq M_{n}(I)$.
(ii) Since $e \operatorname{Re} / e D(R) e=(e+D(R)) R / D(R)(e+D(R))$, we see that $e \operatorname{Re} / e D(R) e$ has stable rank one, and so $D(e R e) \subseteq e D(R) e$. Assume now that $e$ is full. If $I$ is an ideal of $e R e$, we have that $I=e I^{\prime} e$ for some ideal $I^{\prime}$ of $R$ (see, e.g. [22, Theorem 21.11]). If $e R e / I=\left(e+I^{\prime}\right) R / I^{\prime}\left(e+I^{\prime}\right)$ has stable rank one, then using again that $e$ is full we find that $R / I^{\prime}$ will also have stable rank one, hence $D(R) \subseteq I^{\prime}$ and so $e D(R) e \subseteq e I^{\prime} e=I$.

Lemma 2.8. Let $R$ be a unital ring and let e be a full idempotent of $R$. Then, the unital map $\iota: e \operatorname{Re} \rightarrow R$ given by $\iota(x)=x+1-e$ induces an isomorphism $\iota_{*}: K_{1}(e R e) \rightarrow K_{1}(R)$.

The lemma below is basically [17, Proposition 2.2]. We include a proof because the argument can be stretchted to give some more information that will be used later on. Recall that, if $R$ is a unital ring, then $K_{0}(R)$ is the Grothendieck group of the monoid $V(R)$.

Lemma 2.9. Let $R$ be a unital $Q B$-ring, and let $p$ and $q$ be idempotents in $R$ such that $[p]=[q]$ in $K_{0}(R)$. Then, either $p \perp q$ or else $p R q$ is a $Q B$-corner, and for every $x$ in $(p R q)_{q}^{-1}$ with quasi-inverse $y$ in $(q R p)_{q}^{-1}$, we have that $p-x y, q-y x \in D(R)$.

Proof. Since $[p]=[q]$, we have $[1-p]=[1-q]$ in $K_{0}(R)$. Therefore, for a suitable $m$, we have $(1-p) \oplus m \cdot 1 \sim(1-q) \oplus m \cdot 1$ in $M_{m+1}(R)$, that is, $1_{m+1}-\left(\begin{array}{cc}p & 0 \\ 0 & 0\end{array}\right) \sim 1_{m+1}-\left(\begin{array}{cc}q & 0 \\ 0 & 0\end{array}\right)$, where $1_{m+1}$ denotes the unit of $M_{m+1}(R)$.

Now, by [8, Corollary 5.8], either $\left(\begin{array}{cc}p & 0 \\ 0 & 0\end{array}\right) \perp\left(\begin{array}{ll}q & 0 \\ 0 & 0\end{array}\right)$ (and that implies $p \perp q$ ), or else

$$
\left(\begin{array}{cc}
p R q & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{cc}
p & 0 \\
0 & 0
\end{array}\right) M_{m+1}(R)\left(\begin{array}{cc}
q & 0 \\
0 & 0
\end{array}\right)
$$

is a $Q B$-corner, that is, $p R q$ is a $Q B$-corner.
In this last situation, write $1_{m+1}-\left(\begin{array}{cc}p & 0 \\ 0 & 0\end{array}\right)=u v$ and $1_{m+1}-\left(\begin{array}{cc}q & 0 \\ 0 & 0\end{array}\right)=$ $v u$ for some $u, v$ in $M_{m+1}(R)$.

Now let $x \in(p R q)_{q}^{-1}$ with quasi-inverse $y \in(q R p)_{q}^{-1}$. Then, by the proof of [8, Theorem 5.5], $u+x \in M_{m+1}(R)_{q}^{-1}$ with quasi-inverse $v+y$, and

$$
p-x y \sim 1_{m+1}-(u+x)(v+y) \in D\left(M_{m+1}(R)\right)=M_{m+1}(D(R))
$$

by Corollary 2.7. Therefore $p-x y \in D(R)$ and similarly $q-y x \in D(R)$.
Lemma 2.10. Let $R$ be a (unital) ring. If $\alpha$ in $M_{2}(R)_{q}^{-1}$ is equivalent to a matrix of the form $\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$, where $d \in R_{q}^{-1}$, then the corresponding defect idempotent for $\alpha$ is equivalent to a defect idempotent in $R$.

Proof. By assumption there are matrices $\beta$ and $\gamma$ in $E_{2}(R)$ such that $\beta \alpha \gamma=\left(\begin{array}{cc}1 & 0 \\ 0 & d\end{array}\right)$. Let $\alpha^{\prime}$ be any quasi-inverse for $\alpha$. Then, as in Lemma 1.7, we have that $\gamma^{-1} \alpha^{\prime} \beta^{-1}$ is a quasi-inverse for $\beta \alpha \gamma$, and $1_{2}-\alpha \alpha^{\prime}$ is equivalent (in fact, conjugate) to the defect idempotent corresponding to $\beta \alpha \gamma$ (and $\gamma^{-1} \alpha^{\prime} \beta^{-1}$ ).

Let $d^{\prime}$ be a quasi-inverse for $d$. Then $\left(\begin{array}{cc}1 & 0 \\ 0 & d^{\prime}\end{array}\right)$ is also a quasi-inverse for $\beta \alpha \gamma$, with defect idempotent equivalent to $1-d d^{\prime}($ a defect idempotent in $R$ ). By the considerations preceding Corollary 1.9, this is also equivalent to the defect idempotent corresponding to $\beta \alpha \gamma$ (and $\gamma^{-1} \alpha \beta^{-1}$ ).

By using Propositions 1.1 and 1.4, the argument in the lemma below can be almost entirely excised from the proof of [17, Theorem 2.6], and hence we omit the details.

Lemma 2.11. Let $R$ be a (unital) ring such that, for any idempotent $p$ in $R$, every matrix in $M_{2}(p R p)_{q}^{-1}$ is equivalent to a matrix of the form $\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$, where $d \in(p R p)_{q}^{-1}$. If $u, v \in R_{q}^{-1}$ with respective quasi-inverses $x, y$, then
there exists an idempotent e in $R$ such that

$$
\left(\begin{array}{cc}
1-u x & 0 \\
0 & 1-v y
\end{array}\right) \sim e .
$$

Remark 2.12. By an argument based on induction, it can be shown that the conclusion of the lemma can be extended to finite families of defect idempotents. That is, if $u_{1}, \ldots, u_{n}$ are quasi-invertible elements with respective quasi-inverses $v_{1}, \ldots, v_{n}$, then there is an idempotent $e$ in $R$ such that $e \sim\left(1-u_{1} v_{1}\right) \oplus \cdots \oplus\left(1-u_{n} v_{n}\right)$.

We say that a ring $R$ is weakly cancellative provided that
$p \oplus r \sim q \oplus r$ for idempotents $p, q, r$ in $R$

$$
\text { such that } r \lesssim n \cdot p, n \cdot q \Longrightarrow p \sim q \text {. }
$$

This is, by its very definition, a weaker version of separativity. It can be proved to be equivalent to the following condition (that was introduced by L. G. Brown and G. K. Pedersen for $C^{*}$-algebras, and also termed weak cancellation, see [12] and [17]): Given idempotents $p$ and $q$ in $R$ such that $I=R p R=R q R$ and $[p]=[q]$ in $K_{0}(I)$, then $p \sim q$.

For the proof of the following result, we shall denote by $\delta: K_{1}(R / I) \rightarrow$ $K_{0}(I)$ the connecting map in algebraic $K$-Theory, and recall this fits into a (long) exact sequence

$$
K_{1}(R) \rightarrow K_{1}(R / I) \rightarrow K_{0}(I) \rightarrow K_{0}(R) \rightarrow K_{0}(R / I)
$$

(see, e.g. [32]).
Theorem 2.13 (cf. [17, Theorem 2.6]). Let $R$ be a $Q B$-ring such that, for any idempotent $e$ in $R$, every matrix in $M_{2}(e R e)_{q}^{-1}$ is equivalent to a matrix of the form $\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$ where $d \in(e R e)_{q}^{-1}$. Then $R$ is weakly cancellative.

Proof. Assume that $p \oplus r \sim q \oplus r$ for idempotents $p, q, r$ in $R$ and that $r \lesssim n \cdot p, n \cdot q$.

Put $S=M_{n+1}(R)$. By a standard argument, we can reduce to the case where we have the previous equivalence in $S$ with $p=e_{11}$ (the usual matrix unit) and $q \in S$, both full idempotents. Since $[p]=[q]$ in $K_{0}(S)$, we have, by Lemma 2.9 and the fact that $p$ and $q$ are full, that $p S q$ is a $Q B$-corner. Pick any $x$ in $(p S q)_{q}^{-1}$ with quasi-inverse $y$ in $(q S p)_{q}^{-1}$. Then we know (also by Lemma 2.9) that the idempotents $p-x y$ and $q-y x$ belong to $D(S)$. A proof akin to the one of Lemma 2.3 shows that the idempotent $e=x y$ is also full in $S$.

Obviously $[p-x y]=[q-y x]$ in $K_{0}(S)$, hence

$$
[p-x y]-[q-y x] \in \operatorname{ker}\left(K_{0}(D(S)) \rightarrow K_{0}(S)\right)
$$

By exactness we find an element $s^{\prime}$ in $K_{1}(S / D(S))$ such that $\delta\left(s^{\prime}\right)=[p-$ $x y]-[q-y x]$.

By Lemma 2.6, the ring $S / D(S)$ has stable rank one, hence $s^{\prime}$ admits a representative $s_{0}+D(S)$ with $s_{0}$ in $S$, which is an invertible element in $S / D(S)$. Next, since $e$ is full in $S$, we have by condition (ii) in Corollary 2.7 that $D(e S e)=$ $e D(S) e$. It follows from this that $e S e / D(e S e)=(e+D(S)) S / D(S)(e+$ $D(S)$ ), which is also a ring with stable rank one. Observe that $e+D(S)$ is a full idempotent in $S / D(S)$, hence we have by Lemma 2.8 an isomorphism $K_{1}(e S e / e D(S) e) \cong K_{1}(S / D(S))$ induced by the natural map $e S e / e D(S) e \rightarrow$ $S / D(S)$ that adds $p-e$.

Therefore, there is an invertible element $s+e D(S) e$ in $e S e / e D(S) e$ such that

$$
[(s+p-e)+D(S)]=\left[s_{0}+D(S)\right] \quad \text { in } \quad K_{1}(S / D(S))
$$

Since $e S e$ is also a $Q B$-ring, we may of course assume that $s$ is quasi-invertible in $e S e$ and choose a quasi-inverse $t$ (whose class modulo $e D(S) e$ will be the inverse of $s)$. Then $p-(p-e+s)(p-e+t)=e-s t$ and $p-(p-e+$ $t)(p-e+s)=e-t s$ and both idempotents belong to $D(S)$. Note that, since $t s$ (and $s t$ ) is full in $e S e$ we have that $t s$ is full in $S$.

Since $p-e+s$ is a von Neumann regular element with partial inverse $p-e+t$, we may invoke, e.g. [26, Proposition 1.3] (which assumes, but does not use, regularity for all elements) and conclude that

$$
\delta\left(s^{\prime}\right)=[e-t s]-[e-s t]=[p-x y]-[q-y x] .
$$

Put

$$
f=(p-x y) \oplus(e-s t), \quad g=(q-y x) \oplus y(e-t s) x \quad \text { and } \quad h=s t .
$$

Then $f \oplus h=p, g \oplus h \sim q$ and also $[f]=[g]$ in $K_{0}(D(S))$.
Let $T=h S h$. Then $S D(T) S=S D(h S h) S=\operatorname{ShSD}(S) S h S=D(S)$, by Corollary 2.7. Therefore $D(S)$ is generated, as an ideal, by the defect idempotents in $T$. Moreover, by [2, Theorem 7.4] we have $K_{0}(D(S))=$ $G(V(D(S)))$.

Then, since $[f]=[g]$ in $K_{0}(D(S))$ we have quasi-invertible elements $u_{1}, \ldots, u_{m}$ in $T$ with respective quasi-inverses $v_{1}, \ldots, v_{m}$ such that $f \oplus\left(h-u_{1} v_{1}\right) \oplus \cdots \oplus\left(h-u_{m} v_{m}\right) \sim g \oplus\left(h-u_{1} v_{1}\right) \oplus \cdots \oplus\left(h-u_{m} v_{m}\right)$
in $M_{\infty}(D(S))$.
Since $h \in e S e$ and $e \in p S p$, we see that in fact $h=h^{\prime} p=h^{\prime} e_{11}$ and $h^{\prime}$ is an idempotent in $R$. Thus $T=h S h \cong h^{\prime} R h^{\prime}$. We then combine Lemma 2.11 with Remark 2.12 in order to find an idempotent $h_{0}$ in $T$ such that $h_{0} \sim$ $\left(h-u_{1} v_{1}\right) \oplus \cdots \oplus\left(h-u_{m} v_{m}\right)$.

Finally, $p=f \oplus h=f \oplus h_{0} \oplus\left(h-h_{0}\right) \sim g \oplus h_{0} \oplus\left(h-h_{0}\right) \sim g \oplus h \sim q$, as desired.

Question 2.14. Can the conclusion of the theorem be improved to show that $R$ is separative, rather than just weakly cancellative? In other words, is the condition of weak cancellation stable for $Q B$-rings? (It is known that this is the case for $C^{*}$-algebras, see [17, Theorem 3.9].)

In the positive direction we offer the following result.
Corollary 2.15. Let $R$ be a $Q B$-ring such that, for any idempotent e in $R$, every matrix in $M_{2}(e R e)_{q}^{-1}$ is equivalent to a matrix of the form $\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$ where $d \in(e R e)_{q}^{-1}$.

Then, for any idempotent $f$ in $M_{n}(R)$, the ideal $D\left(f M_{n}(R) f\right)$ is separative. In particular $D(R)$ is separative.

Proof. Our hypothesis guarantees, after using Lemma 2.11, that any idempotent in $M_{n}(D(R))$ is equivalent to an idempotent in $D(R)$. Thus, by Theorem 2.13, we conclude that $D(R)$ is separative.

Since $D\left(M_{n}(R)\right)=M_{n}(D(R))$ we have that $D\left(M_{n}(R)\right)$ is also separative. Thus, in order to finish the proof, we only need to show that $D(f R f)$ is separative for any idempotent $f$ in $R$.

Suppose that $p \oplus r \sim q \oplus r$ for idempotents $p, q$ and $r$ in $M_{n}(D(f R f))$ and that also $r \lesssim n \cdot p, n \cdot q$. Since $D(f R f) \subseteq f D(R) f \subseteq D(R)$ and using the first part of the proof, we have that $p \sim q$ in $M_{n}(D(R))$. But then $p=x y$ and $q=y x$, where $x=\operatorname{diag}(p, \ldots, p) x \operatorname{diag}(q, \ldots, q)$ and $y=\operatorname{diag}(q, \ldots, q) y \operatorname{diag}(p, \ldots, p)$. Therefore

$$
x \in M_{n}(D(f R f)) M_{n}(D(R)) M_{n}(D(f R f)),
$$

and

$$
\begin{aligned}
D(f R f) D(R) D(f R f) & =D(f R f) f D(R) f D(f R f) \\
& \subseteq D(f R f)^{2}=D(f R f)
\end{aligned}
$$

since $D(f R f)$ is generated by idempotents. Thus $x \in M_{n}(D(f R f))$ and similarly for $y$.

## 3. Non-stable $K$-Theory

The main goal of this section is to draw consequences of the results we have achieved before on diagonalisation of matrices. Basically, what we obtain are results of $K_{1}$-surjectivity type and index theorems. These are known in the case of rings with stable rank one (see, e.g. [25]), separative exchange rings (see [7], [29]) and also extremally rich $C^{*}$-algebras ([17]).

We know already that these results are relevant for $Q B$-rings as their stable rank is usually different from one. In fact, from the examples we know of (see [8], [10], [28]) the following question is quite pertinent:

Question 3.1. Is the stable rank of a (separative) $Q B$-ring always one, two or infinity?

We prove below the answer to this question is positive in case the ring is simple. It also shows that all simple $Q B$-rings are separative, although this will follow from Theorem 4.10.

Our starting point is the observation that, within the class of $Q B$-rings, stable rank one can be easily identified in the monoid $V(R)$. (See also [5] and [11].)

Lemma 3.2. Let $R$ a $Q B$-ring. Then $R$ has stable rank one if and only if $V(R)$ is a cancellative monoid.

Proof. Since it is well-known that stable rank one implies cancellation in general, we need only to check the converse.

Assume that $V(R)$ is cancellative. Let $u \in R_{q}^{-1}$, and let $x$ be any quasiinverse, so that $(1-u x) \perp(1-x u)$. Since $V(R)$ has cancellation and since $u x \sim x u$, it follows that $1-u x \sim 1-x u$. This implies that $u x=x u=1$, because $1-u x$ and $1-x u$ are centrally orthogonal. This shows that $R^{-1}=$ $R_{q}^{-1}$, and the result now follows using [8, Proposition 3.9].

We need the following technical lemma.
Lemma 3.3. Let $R$ be a unital $Q B$-ring, and let I be a left ideal of $R$. Then $I$ is a $Q B$-ring (as a non-unital ring).

Proof. We will use the definition of a non-unital $Q B$-ring (see [8, Definition 4.4]). Assume that we have an equation

$$
x a-x-a+b=0,
$$

for some elements $x, a$ and $b$ in $I$. In $R$, this reads as

$$
(1-x)(1-a)+b=1
$$

Thus $a=a(1-x)(1-a)+a b$, and so
$1=1+0=1-a+a(1-x)(1-a)+a b=(1+a(1-x))(1-a)+a b$,
and $a(1-x)=a-a x \in I$. Thus, changing notation we may assume that

$$
1=(1-x)(1-a)+a b
$$

where $x, a$ and $b \in I$. Since $R$ is a $Q B$-ring by hypothesis, there exists an element $z$ in $R$ such that $1-a+(z a) b \in R_{q}^{-1}$, and $z a \in I$. Set $t=a-z a b$, and choose any quasi-inverse for $1-t$, written on the form $1-s$ for some $s$ in $R$. The equation $1-t=(1-t)(1-s)(1-t)$ shows that $s=-t+t^{2}+t s+s t-t s t$, and therefore $s-t s \in I$.

The defect idempotents for the pair $1-t$ and $1-s$ are $t+s-t s$ and $t+s-s t$. By [8, Theorem 2.3], any element of the form

$$
1-s+u(t+s-t s)+(t+s-s t) v
$$

for $u$ and $v$ in $R$, is a quasi-inverse for $1-t$. Taking $u=v=1$, we get that $1+2 t-s t+s-t s$ is a quasi-inverse for $1-t$, and $2 t-s t+s-t s \in I$. Therefore, without loss of generality, we may assume that $s \in I$. Thus $t+\underset{\sim}{t} s-t s$ and $t+s-s t$ are centrally orthogonal in $R$, and so they are also in $\widetilde{I}$. This implies that $I$ is a $Q B$-ring.

The following non-unital version of [8, Proposition 3.9] will be also needed. Its proof is very similar to the unital version, and therefore we omit it here.

Proposition 3.4. Let $R$ be any $Q B$-ring (unital or not). Denote by $\widetilde{R}$ the standard unitization of $R$. Then $R$ has stable rank one if and only if $(\widetilde{R})^{-1} \cap$ $(1-R)=(\widetilde{R})_{q}^{-1} \cap(1-R)$

Recall that a (unital) simple ring $R$ is purely infinite if $R$ is not a division ring and for any non-zero element $x$ in $R$, there exist elements $a$, and $b$ in $R$ such that $a x b=1$ (see [4], [8]). It follows from, e.g. [4, Proposition 2.1], that every purely infinite simple ring is separative.

Theorem 3.5. Let $R$ be a simple unital ring. Then $R$ is a $Q B$-ring if and only if either $\operatorname{sr}(R)=1$ or else $R$ is a purely infinite simple ring.

Proof. Assume that $R$ is a simple $Q B$-ring. Suppose first that there is a finite idempotent $e$ in $R$. Then $(e R e)_{q}^{-1}=(e R e)^{-1}$, and by [8, Proposition 3.9] $e R e$ has stable rank one. Since $R$ is simple, $e R e$ and $R$ are Morita equivalent and therefore $R$ has also stable rank one.

So, we may assume that all non-zero idempotents in $R$ are infinite. In order to prove that $R$ is purely infinite simple, we have to show that every principal
(non-zero) left ideal of $R$ contains a non-zero idempotent. Pick a non-zero element $x$ in $R$ and consider the left ideal $R x$.

Since $\operatorname{sr}(R)>1$, we first show that $\operatorname{sr}(R x)>1$. There exist a natural number $n$ and elements $s_{1}, \ldots, s_{n}, t_{1}, \ldots, t_{n}$ in $R$ such that $\sum_{i=1}^{n} s_{i} x t_{i}=1$. Let $S=M_{n}(R)$ and $y=x 1_{n}$, where $1_{n}$ is the unit element in $S$. If $s=\sum s_{i} e_{1 i}$ and $t=\sum_{j} t_{j} e_{j 1}$, where $e_{i j}$ stands for the usual set of matrix units in $S$, we then have the equation syt $=e_{11}$. Now $e:=t s y$ is an idempotent in $S y=M_{n}(R x)$, which is infinite in $S$, because it is equivalent to 1 . But now it is trivial to verify that $e$ is also infinite when viewed as an idempotent in $S y$. Therefore $S y=M_{n}(R x)$ cannot have stable rank one and thus $R x$ does not have stable rank one either.

By Lemma 3.3, $R x$ is a $Q B$-ring. Then Proposition 3.4 and the argument in the previous paragraph imply that there exists a quasi-adversible element $a$ in $R x$ which is not adversible. This means that there exists $b$ in $R x$ such that the idempotents $a+b-a b$ and $a+b-b a$ are centrally orthogonal in $\widetilde{R x}$ and at least one of them is non-zero. In any case this produces a non-zero idempotent in $R x$, as desired.

The converse implication is provided by [8, Definition 3.4] and [8, Proposition 3.10].

Let $I$ be a two-sided ideal of a unital ring $R$. The relative $K_{1}$ group is then defined as $K_{1}(R, I)=\mathrm{GL}(R, I) / E(R, I)$. (Of course, $K_{1}(R)=K_{1}(R, R)$.)

Theorem 3.6. Let $R$ be a separative ring and let I be a $Q B$-ideal of $R$. Then the natural map $\mathrm{GL}_{1}(R, I) \rightarrow K_{1}(R, I)$ is surjective.

Proof. By induction, it is enough to show that given an element $\alpha \in$ $\mathrm{GL}_{2}(R, I)$, there is an invertible element $d \in \mathrm{GL}_{1}(R, I)$ such that $[\alpha]=[d]$. Applying Lemma 2.4 to $\alpha$ (and taking $J=0$ ), we find elements $\beta, \gamma \in$ $E_{2}(R, I)$ such that $\beta \alpha \gamma=\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$, and necessarily $d \in \mathrm{GL}_{1}(R, I)$. It follows that $[\alpha]=[\beta \alpha \gamma]=[d]$ in $K_{1}(R, I)$, as desired.

Corollary 3.7. If $R$ is a separative $Q B$-ring, then the natural map $\mathrm{GL}_{1}(R) \rightarrow K_{1}(R)$ is surjective.

In view of this result, it is natural to ask for the kernel of this map, which would provide a more complete understanding of $K_{1}(R)$. Results in this direction exist for rings with stable rank one (see, e.g. [25], and [33]).

Theorem 3.8. Let $R$ be a separative $Q B$-ring. Then, for any ideal I of $R$, the natural map $\mathrm{GL}_{1}(R / I) \rightarrow K_{1}(R / I)$ is surjective.

Proof. Let $x \in K_{1}(R / I)$. Then $x=[\alpha]$ for some $\alpha$ in $\mathrm{GL}_{n}(R / I)$. By using induction, we may assume that $n=2$. Since $R$ is a $Q B$-ring, there exists a
quasi-invertible matrix $\beta$ in $M_{2}(R)$ such that $\pi_{I}(\beta)=\alpha$. Now, Theorem 2.5 provides us with matrices $\gamma$ and $\delta$ in $E_{2}(R)$ such that $\gamma \beta \delta=\left(\begin{array}{ll}1 & 0 \\ 0 & d\end{array}\right)$, and $d \in$ $R_{q}^{-1}$. Notice that $\pi_{I}(\gamma) \alpha \pi_{I}(\delta)=\left(\begin{array}{cc}1 & 0 \\ 0 & \pi_{I}(d)\end{array}\right)$, so that $\pi_{I}(d) \in \mathrm{GL}_{1}(R / I)$. Since also $x=\left[\pi_{I}(\gamma) \alpha \pi_{I}(\delta)\right]$, the result follows.

Note that the previous theorem would follow immediately from Corollary 3.7 in case we knew that $R / I$ was separative for any separative $Q B$-ring $R$. This is true for $C^{*}$-algebras, as proved in [17, Proposition 3.4], but the corresponding result in the algebraic context remains open.

We now turn to establish a lifting theorem for $Q B$-rings that is closely related to [29, Theorem 2.4] and [17, Theorem 5.4]. Let $R$ be any ring and let $I$ be a two-sided ideal of $R$. Define the set of Fredholm elements of $R$ relative to $I$ as $F(R, I)=\pi^{-1}\left(\mathrm{GL}_{1}(R / I)\right)$.

We of course have $\mathrm{GL}_{1}(R)+I \subseteq F(I, R)$, with equality if $\operatorname{sr}(R)=1$. We define the index map as the semigroup homomorphism

$$
\text { index: } F(I, R) \rightarrow K_{0}(I)
$$

by index $(x)=\delta([\pi(x)])$, where $\delta: K_{1}(R / I) \rightarrow K_{0}(I)$ is the connecting map in $K$-Theory.

Theorem 3.9. Let $R$ be a separative ring, and let I be a $Q B$-ideal. Let $x$ be a Fredholm element relative to $I$. Then there exists $y$ in $\operatorname{GL}_{1}(R)$ such that $x-y \in I$ if and only if index $(x)=0$.

Proof. It is enough to prove the "if" part. Assume that index $(x)=0$. Then, by exactness of the sequence

$$
K_{1}(R) \rightarrow K_{1}(R / I) \rightarrow K_{0}(I)
$$

we find $y_{1}$ in $\mathrm{GL}_{k}(R)$ (for some $k$ ) such that $\left[\pi\left(y_{1}\right)\right]=[\pi(x)]$. Therefore, if $m=2^{n}$ is large enough, there exists a $z$ in $E_{m}(R)$ such that $\pi(z) \pi\left(y_{1}\right)=$ $\pi(x) \oplus 1_{m-1}$. Set $w_{1}=z y_{1}$, and apply Lemma 2.4 (replacing $I$ and $R$ by $M_{m / 2}(I)$ and $M_{m / 2}(R)$, and taking $\left.J=0\right)$. Thus we get an element $w_{2}$ in $\mathrm{GL}_{m / 2}(R)$ and $\alpha, \beta$ in $E_{m}(R)$ such that $\pi(\alpha)=\pi(\beta)=1_{m}$ and $\alpha w_{1} \beta=w_{2} \oplus$ $1_{m / 2}$, and $\pi\left(w_{2}\right)=\pi(x) \oplus 1_{m / 2-1}$. Therefore, in $K_{1}(R),\left[w_{1}\right]=\left[\alpha w_{1} \beta\right]=$ [ $w_{2}$ ]. A recursive procedure shows that we get $w_{1}, \ldots, w_{n}$ with $w_{n} \in \operatorname{GL}_{1}(R)$ satisfying $\pi\left(w_{n}\right)=\pi(x)$ and $\left[w_{1}\right]=\left[w_{2}\right]=\ldots=\left[w_{n}\right]$.

## 4. Central $Q B$-rings

The main purpose of this section is to study a class of $Q B$-rings, which we term central, whose quasi-invertible elements are close to being the union of left or right invertible elements. Our main result states that such rings are always separative (Theorem 4.10), and also any (semi-prime) $Q B$-ring is 'close', in a certain sense, to a central $Q B$-ring (see Propositions 4.1 and 4.2).

Throughout the section, we shall denote by $\operatorname{Id}_{Z}(R)$ the set of all central idempotents in a ring $R$. We say that a unital ring $R$ is a central $Q B$-ring provided that $R$ is a $Q B$-ring and

$$
\begin{equation*}
R_{q}^{-1}=\left\{u+v \in R \mid u \in(e R)_{r}^{-1}, v \in((1-e) R)_{l}^{-1} \text { for some } e \text { in } \operatorname{Id}_{Z}(R)\right\} \tag{3}
\end{equation*}
$$

This is connected with the notion of related comparability introduced earlier by Chen. Following [18], we say that a unital ring $R$ satisfies related comparability if whenever we have two idempotents $p$ and $q$ in $R$ such that $1-p \sim 1-q$, then there is a central idempotent $e$ in $R$ such that $e p R$ is isomorphic to a direct summand in eqR and $(1-e) q R$ is isomorphic to a direct summand in $(1-e) p R$. In general, a central $Q B$-ring satisfies related comparability by [8, Corollary 5.11] and [18, Theorem 2] (see also [8, Proposition 2.9]), but Z is an example where the converse does not hold. However, for exchange rings, both notions coalesce. To make the connection explicit, observe that if $R$ is an exchange ring satisfying related comparability, then $R$ is a $Q B$-ring, by the arguments in [8, 8.8]. Since quasi-invertible elements are von Neumann regular, we may apply [18, Theorem 2] to conclude that $R_{q}^{-1}$ has the form in (3).

Central $Q B$-rings enjoy specially good structural properties, due to the particular form of their quasi-invertible elements. Before establishing them, we note that this class of rings appears quite frequently. Indeed, to any $Q B$-ring we can associate a central $Q B$-ring in a fairly "standard" way, as follows.

Let us recall first the definition of the symmetric ring of quotients of a semi-prime ring $R$. An essentially defined double centralizer consists of a triple $(f, g, I)$ where $I$ is an essential ideal of $R$ and $f, g: I \rightarrow R$ satisfy that $f$ is a left $R$-module homomorphism, $g$ is a right $R$-module homomorphism, and $f(x) y=x g(y)$ for all $x, y$ in $I$. Two sets of data $(f, g, I)$ and $\left(f^{\prime}, g^{\prime}, J\right)$ are said to be equivalent if $f$ and $f^{\prime}$ agree on $I \cap J$. The set of all equivalence classes $[(f, g, I)]$ is denoted by $Q_{s}(R)$, which turns out to be (under natural operations) a ring with identity [(id, id, $R)$ ]. This ring was first introduced by Kharchenko and studied by other authors (see, e.g. [27], [3] and the references therein). The extended centroid of a semi-prime ring $R$ is by definition the center of $Q_{s}(R)$, which is normally denoted by $C(R)$ or $C$ if the context is
clear. The central closure of $R$ is the subring $R C$ of $Q_{s}(R)$. We say that $R$ is centrally closed provided $R=R C$.

Recall from [8, 6.7] that a subring $S$ of a ring $R$ is primely embedded in case $p \perp q$ in $R$ whenever $p \perp q$ in $S$, for idempotents $p$ and $q$ in $S$. In particular, if $S \subseteq R$ is a prime embedding, we have $S_{q}^{-1} \subseteq R_{q}^{-1}$.

Proposition 4.1. Let $R$ be a unital semi-prime ring, and let $S$ be the subring of the central closure of $R$ generated by $R$ and the central idempotents of $Q_{s}(R)$. If $R$ is a $Q B$-ring, then $S$ is a central $Q B$-ring.

Proof. We first check that $S$ is a $Q B$-ring. Observe that $S$ is the direct limit of the collection of subrings $\left\{\left\langle R, e_{1}, \ldots, e_{n}\right\rangle\right\}$, where $e_{1}, \ldots, e_{n}$ are central idempotents of $Q_{s}(R)$. Also, the inclusions $\left\langle R, e_{1}, \ldots, e_{n}\right\rangle \subseteq$ $\left\langle R, e_{1}, \ldots, e_{n+1}\right\rangle$ are prime embeddings. Hence, it suffices to show (by [8, Proposition 6.8]) that if $e$ is any idempotent in $S$, then $T:=\langle R, e\rangle$ (that is, the subring of $S$ generated by $R$ and $e$ ) is a semi-prime $Q B$-ring. Note that

$$
T \cong e R \times(1-e) R \cong R /((1-e) R \cap R) \times R /(e R \cap R)
$$

Since $R$ is a $Q B$-ring and a factor of a $Q B$-ring is also a $Q B$-ring (see [8, Corollary 3.8]), we get that $T$ is a $Q B$-ring. It is obvious that $T$ is a semi-prime ring.

Now, since $Q_{s}(R)$ is centrally closed (see, e.g. [3, Proposition 2.1.5]), $S$ satisfies the following property: given orthogonal ideals $I$ and $J$ of $S$, there is a central idempotent $e$ in $S$ such that $e I=I$ and $(1-e) J=J$. It follows that $S$ is a central $Q B$-ring.

Let $A$ be a unital $C^{*}$-algebra, and let $M_{l o c}(A)$ be the local multiplier algebra of $A$, that is, the inductive limit of the multiplier algebras $M(I)$, where $I$ ranges over the closed essential ideals of $A$ (see [3] for details). Let ${ }^{c} A$ be the bounded central closure of $A$, which is the $C^{*}$-subalgebra of $M_{l o c}(A)$ generated by $A$ and the centre $Z\left(M_{l o c}(A)\right)$ of $M_{l o c}(A)$. Since $Z\left(M_{l o c}(A)\right)$ is an $A W^{*}$-algebra (see [3, Proposition 3.1.5]) it is generated by its projections (in fact, it satisfies the much stronger condition of real rank zero, see [13]). Therefore ${ }^{c} A$ is the $C^{*}-$ subalgebra of $M_{l o c}(A)$ generated by $A$ and the central projections in $M_{l o c}(A)$. The next proposition, together with Theorem 4.10 below, provide extensions of the results established by Brown and Pedersen concerning the so-called isometrically rich $C^{*}$-algebras (see [16]).

Proposition 4.2. Let $A$ be an extremally rich $C^{*}$-algebra. Then ${ }^{c} A$ is a central extremally rich $C^{*}$-algebra.

Proof. First note that every projection in $Z\left(M_{l o c}(A)\right)$ is contained in $Q_{s}(A)$, by [3, Lemma 3.1.2]. Given a projection $e$ in $Z\left(M_{l o c}(A)\right)$ and a $C^{*}$ -
algebra $B$ such that $A \subset B \subset \operatorname{alglim} M(I)$ we have that the algebra $\langle B, e\rangle$ generated by $B$ and $e$ inside alglim $M(I)$ is in fact a $C^{*}$-algebra, because

$$
\langle B, e\rangle \cong B /((1-e) B \cap B) \times B /(e B \cap B)
$$

By [14, Theorem 3.5], $\langle B, e\rangle$ is extremally rich provided that $B$ is. It follows that for every finite number of central idempotents $e_{1}, \ldots, e_{n}$ in $M_{l o c}(A)$, the $C^{*}$-subalgebra of $M_{l o c}(A)$ generated by $A$ and $\left\{e_{1}, \ldots, e_{n}\right\}$ is extremally rich. Now, from the comments above, ${ }^{c} A$ is the direct limit of the collection of $C^{*}$-subalgebras $\left\{\left\langle A, e_{1}, \ldots, e_{n}\right\rangle\right\}$, where $\left\{e_{1}, \ldots, e_{n}\right\}$ ranges over the central projections of $M_{l o c}(A)$. Since this is a family of extremally rich $C^{*}$ algebras, we get that ${ }^{c} A$ is also extremally rich provided that we can prove that $\left\langle A, e_{1}, \ldots, e_{n}\right\rangle \subset{ }^{c} A$ is extreme point-preserving (see [14, Proposition 5.2]). For this just note that if $a, b \in M_{l o c}(A)$, the relation $a A b=0$ forces $a M_{l o c}(A) b$ $=0$ ([3, Proposition 2.3.3]).

If $p$ and $q$ are idempotents in $R$, then the skew corner $p R q$ is a central $Q B$-corner if $p R q$ is a $Q B$-corner and $(p R q)_{q}^{-1}$ consists of the elements of the form $e u+(1-e) v$, where $e \in \operatorname{Id}_{Z}(R), u, v \in p R q$, and there exist elements $u^{\prime}, v^{\prime}$ in $q R p$ such that $e u u^{\prime}=e p$ and $(1-e) v^{\prime} v=(1-e) q$.

Lemma 4.3. Let $R$ be a central $Q B$-ring. Then, given two idempotents $p$ and $q$ in $R$ such that $1-p \sim 1-q$, we either have $p \perp q$ or else $p R q$ is a central QB-corner.

Proof. By [8, Corollary 5.8], we either have $p \perp q$ or else $p R q$ is a $Q B$ corner. In the second case, write $1-p=x y$ and $1-q=y x$, and let $w$ be an element in $(p R q)_{q}^{-1}$. By [8, Theorem 5.5], $x+w \in R_{q}^{-1}$. By hypothesis there exist a central idempotent $e$ in $R$ and elements $a, b, a^{\prime}$ and $b^{\prime}$ in $R$ such that

$$
x+w=e a+(1-e) b
$$

with $e a a^{\prime}=e$ and $(1-e) b^{\prime} b=1-e$.
Now, after left multiplication by $p$ we get $w=e p a+(1-e) p b$, whence

$$
e a+(1-e) b=x+w=x+e p a+(1-e) p b
$$

and thus $(1-e) b=(1-e) x+(1-e) p b$, so that

$$
(1-e) b q=(1-e) p b q
$$

Similarly (and after right multiplication by $q$ ), we get

$$
e p a=e p a q
$$

Therefore, since $e a a^{\prime}=e$ and $(1-e) b^{\prime} b=1-e$, we easily check that $e(p a q)\left(q a^{\prime} p\right)=e p$, and that $(1-e)\left(q b^{\prime} p\right)(p b q)=(1-e) q$. Finally,

$$
w=p(x+w) q=e(p a q)+(1-e)(p b q)
$$

as desired.
Corollary 4.4. If $R$ is a central $Q B$-ring and $p$ is an idempotent in $R$, then $p R p$ is also a central $Q B$-ring.

Lemma 4.5. Let $R$ be a central $Q B$-ring, and let $u \in R_{l}^{-1}, v \in R_{r}^{-1}$. Assume that $w \in((1-u x) R(1-y v))_{q}^{-1}$, where $x u=v y=1$. Then there exist a central idempotent $g$ in $R$ and matrices $\beta, \gamma$ in $M_{2}(R)$ such that

$$
\left(\begin{array}{cc}
u & w \\
0 & v
\end{array}\right)=\operatorname{diag}(g, g) \beta+\operatorname{diag}(1-g, 1-g) \gamma
$$

and $\operatorname{diag}(g, g) \beta \in M_{2}(g R)_{r}^{-1}, \operatorname{diag}(1-g, 1-g) \gamma \in M_{2}((1-g) R)_{l}^{-1}$.
Proof. Observe that $1-(1-u x)=u x \sim x u=1$ and that $1-(1-y v)=$ $y v \sim v y=1$. Therefore, and since $(1-u x) R(1-y v) \neq 0$, we may apply Lemma 4.3 to conclude that $(1-u x) R(1-y v)$ is a central $Q B$-corner.

Hence, given $w$ in $((1-u x) R(1-y v))_{q}^{-1}$, there exist a central idempotent $g$ in $R$ and elements $w_{1}, w_{2} \in(1-u x) R(1-y v)$, and $w_{1}^{\prime}, w_{2}^{\prime} \in(1-y v) R(1-u x)$ such that $w=g w_{1}+(1-g) w_{2}$, and moreover $g w_{1} w_{1}^{\prime}=g(1-u x)$ and $(1-g) w_{2}^{\prime} w_{2}=(1-g)(1-y v)$. Let

$$
\beta=\left(\begin{array}{cc}
g u & g w_{1} \\
0 & g v
\end{array}\right), \quad \gamma=\left(\begin{array}{cc}
(1-g) u & (1-g) w_{2} \\
0 & (1-g) v
\end{array}\right) .
$$

Since $g=g u x+g w_{1} w_{1}^{\prime}, w_{1} y=0, v w_{1}^{\prime}=0$ and $v y=1$ we see that

$$
\left(\begin{array}{cc}
g u & g w_{1} \\
0 & g v
\end{array}\right)\left(\begin{array}{cc}
g x & 0 \\
g w_{1}^{\prime} & g y
\end{array}\right)=\operatorname{diag}(g, g)
$$

Analogously,

$$
\left(\begin{array}{cc}
(1-g) x & 0 \\
(1-g) w_{2}^{\prime} & (1-g) y
\end{array}\right)\left(\begin{array}{cc}
(1-g) u & (1-g) w_{2} \\
0 & (1-g) v
\end{array}\right)=\operatorname{diag}(1-g, 1-g)
$$

Theorem 4.6. Let $R$ be a central $Q B$-ring. Then $M_{n}(R)$ is a central $Q B$ ring for all $n$.

Proof. By Corollary 4.4, it suffices to show that $M_{2}(R)$ is a central $Q B$ ring. Using [8, Theorem 6.4], we get that $M_{2}(R)$ is a $Q B$-ring.

Let $\alpha \in M_{2}(R)_{q}^{-1}$. Since $M_{2}(R)$ is a $Q B$-ring, and using Theorem 1.8, we may perform elementary row and column operations on $\alpha$ so that with no loss of generality we may assume that:

$$
\alpha=\left(\begin{array}{cc}
u & w_{12} \\
w_{21} & v
\end{array}\right)
$$

where $u, v \in R_{q}^{-1}$, and if $x, y$ are (any) quasi-inverses for $u$ and $v$ respectively, then
$w_{12} \in((1-u x) R(1-y v))_{q}^{-1} \cup\{0\}, \quad w_{21} \in((1-v y) R(1-x u))_{q}^{-1} \cup\{0\}$.
Since $R$ is a central $Q B$-ring, there exist central idempotents $e$ and $f$ in $R$, and elements $a, b, c, d, a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}$ in $R$ such that

$$
\begin{aligned}
& u=e a+(1-e) b, \quad e a a^{\prime}=e, \quad(1-e) b^{\prime} b=1-e, \\
& v=f c+(1-f) d, \quad f c c^{\prime}=f, \quad(1-f) d^{\prime} d=1-f .
\end{aligned}
$$

An easy computation shows that if we define $x:=e a^{\prime}+(1-e) b^{\prime}$ and $y:=$ $f c^{\prime}+(1-f) d^{\prime}$, then $x$ and $y$ are quasi-inverses for $u$ and $v$ respectively. Indeed,

$$
\begin{array}{ll}
1-u x=(1-e)\left(1-b b^{\prime}\right), & 1-x u=e\left(1-a^{\prime} a\right) \\
1-v y=(1-f)\left(1-d d^{\prime}\right), & 1-y v=f\left(1-c^{\prime} c\right)
\end{array}
$$

Now let

$$
\begin{aligned}
\alpha_{r}^{\prime} & =\left(\begin{array}{cc}
e f a & 0 \\
0 & e f c
\end{array}\right), \quad \alpha_{12}=\left(\begin{array}{cc}
(1-e) f b & w_{12} \\
0 & (1-e) f c
\end{array}\right), \\
\alpha_{21} & =\left(\begin{array}{cc}
e(1-f) a & 0 \\
w_{21} & e(1-f) d
\end{array}\right) \\
\alpha_{l}^{\prime} & =\left(\begin{array}{cc}
(1-e)(1-f) b & 0 \\
0 & (1-e)(1-f) d
\end{array}\right),
\end{aligned}
$$

and notice that $\alpha=\alpha_{r}^{\prime}+\alpha_{12}+\alpha_{21}+\alpha_{l}^{\prime}$. (In fact, this is the decomposition of $\alpha$ along the central diagonal idempotents $e f, e(1-f),(1-e) f$ and $(1-e)(1-f)$.) Observe that $(1-e) f R$ is a central $Q B$-ring, by Corollary 4.4 and that the element $\alpha_{12}$, viewed in $M_{2}((1-e) f R)$, satisfies the hypotheses of Lemma 4.5. Therefore there exist a central idempotent $g$ in $(1-e) f R$ and matrices $\beta, \gamma \in M_{2}((1-e) f R)$ such that $\alpha_{12}=g \beta+(1-g) \gamma$, and $g \beta \in M_{2}(g(1-e) f R)_{r}^{-1},(1-g) \gamma \in M_{2}((1-g)(1-e) f R)_{l}^{-1}$.

Analogously, applying the transposed version of Lemma 4.5 to $\alpha_{21}$, we find a central idempotent $h$ in $e(1-f) R$ and matrices $\beta^{\prime}, \gamma^{\prime} \in M_{2}(e(1-f) R)$ such that $\alpha_{21}=h \beta^{\prime}+(1-h) \gamma^{\prime}$, and $h \beta^{\prime} \in M_{2}(h e(1-f) R)_{r}^{-1},(1-h) \gamma^{\prime} \in$ $M_{2}((1-h) e(1-f) R)_{l}^{-1}$.

Now, let

$$
e_{1}=e f+e(1-f) h+(1-e) f g
$$

and

$$
e_{2}=e(1-f)(1-h)+(1-e) f(1-g)+(1-e)(1-f)
$$

Notice that $e_{1}$ and $e_{2}$ are central orthogonal idempotents of $R$ whose sum equals 1. Set $\alpha_{r}=\alpha_{r}^{\prime}+g \beta+h \beta^{\prime}$ and $\alpha_{l}=(1-g) \gamma+(1-h) \gamma^{\prime}+\alpha_{l}^{\prime}$. Then $e_{1} \alpha_{r}=\alpha_{r}, e_{2} \alpha_{l}=\alpha_{l}$ and $\alpha=\alpha_{r}+\alpha_{l}$. Moreover, $\alpha_{r} \in M_{2}\left(e_{1} R\right)_{r}^{-1}$ and $\alpha_{l} \in M_{2}\left(e_{2} R\right)_{l}^{-1}$, as wanted.

Let $R$ be a unital ring. We say that an $R$-module $C$ is a defect $R$-module if there is a defect idempotent $e$ in $R$ such that $C \cong e R$.

Lemma 4.7. Let $R$ be a central $Q B$-ring, and let e be an idempotent in $R$. Then $e$ is equivalent to a defect idempotent if and only if $1 \oplus e \sim 1$.

Proof. Let $u$ be a quasi-invertible element. Then there is a central idempotent $p$ in $R$ such that $u=p u+(1-p) u$, and $p u$ is right invertible in $p R$, while $(1-p) u$ is left invertible in $(1-p) R$. Denote by $v$ and $w$ the right and left inverses of $p u$ and $(1-p) u$, respectively. As in the proof of Theorem 4.6, the element $x=p v+(1-p) w$ is a quasi-inverse for $u$, and $1-u x=(1-p)(1-u w)$. Writing $e=1-u x$, we have that
$1=e \oplus(1-e)=e \oplus u x=e \oplus p \oplus(1-p) u w \sim e \oplus p \oplus(1-p)=e \oplus 1$.
Conversely, suppose that $1 \oplus e \sim 1$. Then $1=p+q$, where $p$ and $q$ are orthogonal idempotents in $R$ such that $p \sim e$ and $q \sim 1$. Write $q=u x$ and $x u=1$. Then $u \in R_{l}^{-1}$ and $1-u x=p \sim e$.

Observe that the previous Lemma states that if $R$ is a central $Q B$-ring, then a right $R$-module $C$ is a defect module if and only if $R \oplus C \cong R$.

Lemma 4.8. Let $R$ be a central $Q B$-ring. Then every defect idempotent $p$ in $M_{n}(R)$ is equivalent to an idempotent of the form $\operatorname{diag}\left(p_{1}, 0, \ldots, 0\right)$, where $p_{1}$ is a defect idempotent in $R$. In particular $p\left(R^{n}\right)$ is a defect $R$-module.

Proof. By the usual reduction process it suffices to deal with the case $n=$ 2. Let $\alpha$ be a quasi-invertible element in $M_{2}(R)$. By using Lemma 4.5 and the proof of Theorem 4.6, we can reduce ourselves to the consideration of six cases.

By symmetry it is enough to consider only the cases where $\alpha=\operatorname{diag}(a, b)$ with $a$ and $b$ left invertible elements in $R$ or

$$
\alpha=\left(\begin{array}{ll}
a & w \\
0 & b
\end{array}\right)
$$

where $a \in R_{l}^{-1}$ and $b \in R_{r}^{-1}$ and $w \in\left(\left(1-a a^{\prime}\right) R\left(1-b^{\prime} b\right)\right)_{q}^{-1}$. (We denote by $a^{\prime}, b^{\prime}, w^{\prime}$ the quasi-inverses of $a, b, w$, respectively.) The former case is easy, because the defect idempotent is $\operatorname{diag}\left(1-a a^{\prime}, 1-b b^{\prime}\right)$ and since $a a^{\prime} \sim a^{\prime} a=1$, we have $a a^{\prime}=q_{1}+q_{2}$ where $q_{2} \sim 1-b b^{\prime}$ and $q_{1} \sim 1$. So the defect idempotent of $\alpha$ is equivalent to $\operatorname{diag}\left(q_{2}+\left(1-a a^{\prime}\right), 0\right)$, which is clearly a defect idempotent in $R$.

Now we consider the latter case. The defect idempotent of $\alpha$ is

$$
\left(\begin{array}{cc}
0 & 0 \\
0 & \left(1-\left(b^{\prime} b+w^{\prime} w\right)\right)
\end{array}\right)
$$

so we have to see that $1-\left(b^{\prime} b+w^{\prime} w\right)$ is equivalent to a defect idempotent in $R$. Since $w w^{\prime}=1-a a^{\prime}$ we have $1 \oplus w w^{\prime}=1 \oplus 1-a a^{\prime} \sim a a^{\prime} \oplus 1-a a^{\prime} \sim 1$. Hence, we get

$$
\begin{aligned}
1 \oplus\left(1-b^{\prime} b-w^{\prime} w\right) & \sim 1 \oplus w w^{\prime} \oplus\left(1-b^{\prime} b-w^{\prime} w\right) \\
& \sim 1 \oplus w^{\prime} w \oplus\left(1-b^{\prime} b-w^{\prime} w\right) \\
& \sim 1 \oplus\left(1-b^{\prime} b\right) \\
& \sim b^{\prime} b \oplus\left(1-b^{\prime} b\right) \\
& \sim 1
\end{aligned}
$$

By Lemma 4.7, $1-b^{\prime} b-w^{\prime} w$ is equivalent to a defect idempotent.
Proposition 4.9. Let $R$ be a central $Q B$-ring and let $A$ be a progenerator in Mod- $R$. If $C$ is a defect $R$-module then $A \oplus C \cong A$.

Proof. By definition of defect $R$-module there is a quasi-invertible element $u$ in $R$ with quasi-inverse $x$ such that $C \cong p R$, where $p=1-u x$. Let $A$ be a progenerator in Mod $-R$ and set $T=$ End $A$, which is a central $Q B$-ring, by Corollary 4.4 and Theorem 4.6. There exists $n \geq 1$ such that $A^{n}=U \oplus V$, where $U \cong R_{R}$. Let $\rho_{1}: A^{n} \rightarrow U$ and $\rho_{2}: A^{n} \rightarrow V$ denote the projections and $\tau_{1}: U \rightarrow A^{n}$ and $\tau_{2}: V \rightarrow A^{n}$ denote the corresponding injections. Fix an isomorphism $\iota: U \rightarrow R_{R}$ and put $\pi=\iota \rho_{1}$ and $\sigma=\tau_{1} \iota^{-1}$. Note that $\pi \sigma=1_{R}$. Now, if $z \in R$ denote by $\hat{z}$ the element in $M_{n}(T) \cong \operatorname{End}\left(A^{n}\right)$ corresponding to the endomorphism $\left(\iota^{-1} \circ L_{z} \circ \iota\right) \oplus 1_{V}$ of $A^{n}$, where $L_{z}$ denotes left multiplication by $z$ on $R_{R}$. The map $\hat{:} R \rightarrow M_{n}(T)$ defined by $z \mapsto \hat{z}$ is a unital injective ring
homomorphism, and the element $\hat{u}$ is quasi-invertible in $M_{n}(T)$ with quasiinverse $\hat{x}$. Note that

$$
1-\hat{u} \hat{x}=\tau_{1}\left(\iota^{-1} L_{1-u x} \iota\right) \rho_{1}
$$

so $(1-\hat{u} \hat{x})\left(A^{n}\right) \cong p R \cong C$. By Lemma 4.8 there exists a defect idempotent $p_{1}$ in $T$ such that $1-\hat{u} \hat{x}$ is equivalent to $\operatorname{diag}\left(p_{1}, 0, \ldots, 0\right)$ in $M_{n}(T)$. Therefore $C \cong(1-\hat{u} \hat{x})\left(A^{n}\right) \cong p_{1}(A)$. Since $T \oplus p_{1} T \cong T$ we get $A \oplus C \cong A \oplus p_{1}(A) \cong$ $A$, as desired.

If $R$ is a ring and $M$ is a right $R$-module, we denote by $\operatorname{add}\left(M_{R}\right)$ the category of $R$-modules which are direct summands of $M^{n}$ for some $n \geq 1$. If $T=\operatorname{End}\left(M_{R}\right)$, then it is well-known that there is a categorical equivalence between the category $F P(T)$ of finitely generated projective right $T$-modules and the category $\operatorname{add}\left(M_{R}\right)$. This equivalence is provided by the functors $G=$ $-\otimes_{T} M$, from $F P(T)$ to $\operatorname{add}(M)$ and $F=\operatorname{Hom}(M,-)$, $\operatorname{from} \operatorname{add}(M)$ to $F P(T)$ (see e.g. [20, Theorem 4.7], and also [1, Lemma 29.4]).

Theorem 4.10. Let $R$ be a central $Q B$-ring. Then $R$ is separative.
Proof. First note that being a central $Q B$-ring is a Morita invariant property. Assume that $X \oplus Z \cong Y \oplus Z$ for some finitely generated projective $R$-modules $X, Y, Z$, such that $Z$ is isomorphic to a direct summand of $X^{n}$ and $Y^{m}$ respectively, for some positive integers $n$ and $m$. By substituting $Z$ by $Z \oplus X$ we can assume without loss of generality that $X, Y$ and $Z$ generate the same finitely generated projective modules. In other words, we can and will assume that $\operatorname{add}(X)=\operatorname{add}(Y)=\operatorname{add}(Z)$. Consider the central $Q B$-ring $T=$ End $Z_{R}$. Applying the "Morita functor" $F=\operatorname{Hom}\left(Z_{R},-\right)$ to the relation $X \oplus Z \cong Y \oplus Z$ we get

$$
F(X) \oplus T_{T} \cong F(Y) \oplus T_{T}
$$

in $F P(T)$, and $F(X)$ and $F(Y)$ are progenerators of $\operatorname{Mod}-T$. In order to conclude that $X \cong Y$, it is therefore enough to prove that $F(X) \cong F(Y)$.

Henceforth we change notation and start with an internal decomposition of $R$-modules $M=A_{1} \oplus H=A_{2} \oplus K$, where $A_{1} \cong A_{2} \cong R_{R}$ and $H$ and $K$ are progenerators in Mod $-R$. We have to prove that $H \cong K$. By [8, Lemma 8.5] and its proof, there is a decomposition $M=E \oplus B \oplus H=E \oplus C \oplus K$, where $B \cong(1-p) R$ and $C \cong(1-q) R$ for left and right defect idempotents $1-p$ and $1-q$ of $u \in R_{q}^{-1}$. Since $B$ and $C$ are defect modules and $H$ and $K$ are progenerators of Mod-R we get from Proposition 4.9 that $H \cong H \oplus B$ and $K \cong K \oplus C$. Therefore we conclude that

$$
H \cong H \oplus B \cong K \oplus C \cong K
$$

as desired.
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