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#### Abstract

We prove a few existence results for a nonlinear quadratic Volterra-Stieltjes integral equation on an unbounded interval. Our proof depends on suitable combination of the technique of measures of noncompactness and the Schauder fixed point principle. Such an approach permits us to obtain existence theorems under rather general assumptions.


## 1. Introduction

It is well-known that a lot of problems investigated in mechanics, engineering, mathematical physics, biology, vehicular traffic theory, queuing theory and also several real world problems can be described with help of various integral equations, both linear and nonlinear (cf. [1], [13], [15], [18], [25]). The theory of integral equations is highly developed and constitutes a significant and important branch of nonlinear analysis. There have been published, up to now, numerous research papers containing, among others, many existence results for integral equations of various types.

The aim of this paper is to investigate the solvability of a class of nonlinear quadratic Volterra-Stieltjes integral equations. In the case when we look for solutions of the mentioned integral equations which are defined on a bounded interval we can apply successfully the technique of measures of noncompactness.

That technique enables us to obtain existence results under rather general assumptions [4], [5], [8], [11]. But in the case when we look for solutions of Volterra-Stieltjes integral equations defined on an unbounded interval the situation is more complicated. Namely, the existence results for the class of integral equations of such a type were obtained under rather restrictive assumptions [9], [10]. Let us mention that existence results for even simpler type of integral equations on an unbounded interval were also proved under rather restrictive assumptions (cf. [13], [15], [18], [24], [25], for example).
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In this paper we prove some existence theorems for a class of VolterraStieltjes quadratic integral equations containing numerous types of Volterra integral equations as special cases. We investigate solvability of those integral equations in the space of bounded continuous functions defined on an unbounded interval. The main tool used in our considerations is the combination of the technique of measures of noncompactness with the Schauder fixed point principle. Such a proof enables us to obtain our existence results under quite general and convenient assumptions.

The results proved in this paper generalize several ones obtained up to now for various types of nonlinear Volterra integral equations.

## 2. Auxiliary facts and results

In this section we present some basic facts and results which will be used in further considerations. If $x$ is a real function defined on the interval $[a, b]$, then the symbol $\bigvee_{a}^{b} x$ denotes the variation of $x$ on $[a, b]$. We say that $x$ is of bounded variation on the interval $[a, b]$ whenever $\bigvee_{a}^{b} x$ is finite. If $h(t, s)=$ $h:[a, b] \times[c, b] \rightarrow \mathrm{R}$, then the symbol $\bigvee_{t=p}^{q} h(t, s)$ indicates the variation of the function $t \rightarrow h(t, s)$ on the interval $[p, q] \subset[a, b]$, where $s$ is arbitrarily fixed in $[c, d]$. In the same way we define $\bigvee_{s=p}^{q} h(t, s)$. For the properties of functions of bounded variation we refer to [19], [21].

If $x$ and $\varphi$ are two real functions defined on the interval $[a, b]$, then under some conditions (see [21]) we can define the Stieltjes integral (in the RiemannStieltjes sense)

$$
\int_{a}^{b} x(t) d \varphi(t)
$$

of the function $x$ with respect to $\varphi$. In this case we say that $x$ is Stieltjes integrable on $[a, b]$ with respect to $\varphi$. Several conditions are known guaranteeing Stieltjes integrability [21], [22]. One of the most frequently used requires that $x$ is continuous and $\varphi$ is of bounded variation on $[a, b]$.

In what follows we will use a few properties of the Stieltjes integral contained in the below given lemmas (cf. [20]).

Lemma 1. If $x$ is Stieltjes integrable on the interval $[a, b]$ with respect to $a$ function $\varphi$ of bounded variation then

$$
\left|\int_{a}^{b} x(t) d \varphi(t)\right| \leq \int_{a}^{b}|x(t)| d\left(\bigvee_{a}^{t} \varphi\right)
$$

Lemma 2. Let $x_{1}, x_{2}$ be Stieltjes integrable functions on the interval $[a, b]$ with respect to a nondecreasing function $\varphi$ such that $x_{1}(t) \leq x_{2}(t)$ for $t \in$
[ $a, b]$. Then

$$
\int_{a}^{b} x_{1}(t) d \varphi(t) \leq \int_{a}^{b} x_{2}(t) d \varphi(t)
$$

In the sequel we will also consider Stieltjes integrals of the form

$$
\int_{a}^{b} x(s) d_{s} g(t, s)
$$

where $g:[a, b] \times[a, b] \rightarrow \mathrm{R}$ and the symbol $d_{s}$ indicates the integration with respect to $s$. The details concerning this integral will be described later.

Now we assume that $x$ is a real function defined on $[a, b]$. Denote by $\omega(x, \varepsilon)$ the modulus of continuity of the function $x$, i.e.

$$
\omega(x, \varepsilon)=\sup \{|x(t)-x(s)|: t, s \in[a, b],|t-s| \leq \varepsilon\} .
$$

If $p(t, s)=p:[a, b] \times[c, d] \rightarrow \mathrm{R}$, we define the modulus of continuity of $p(t, s)$ with respect to each variable separately. For example

$$
\omega(p(t, \cdot), \varepsilon)=\sup \{|p(t, u)-p(t, v)|: u, v \in[c, d],[u-v] \leq \varepsilon\}
$$

where $t$ is a fixed number in the interval $[a, b]$.
Now we collect some facts concerning measures of noncompactness needed further on. Let $(E,\|\cdot\|)$ be an infinite dimensional Banach space with zero element $\theta$. Denote by $B(x, r)$ the closed ball centered at $x$ and with radius $r$. The symbol $B_{r}$ stands for the ball $B(\theta, r)$. For a subset $X$ of $E$ we write $\bar{X}$, Conv $X$ in order to denote the closure and convex closure of $X$, respectively. The family of all nonempty and bounded subsets of $E$ is denoted by $\mathfrak{M}_{E}$ and its subfamily consisting of all relatively compact sets is denoted by $\mathfrak{N}_{E}$.

We use the following definition of the concept of a measure of noncompactness [6].

Definition. A mapping $\mu: \mathfrak{M}_{E} \rightarrow \mathbf{R}_{+}=[0,+\infty)$ is said to be a measure of noncompactness in $E$ if it satisfies the following conditions:
$1^{o}$ The family ker $\mu=\left\{X \in \mathfrak{M}_{E}: \mu(X)=0\right\}$ is nonempty and ker $\mu \subset$ $\mathfrak{R}_{E}$

$$
2^{o} \quad X \subset Y \Rightarrow \mu(X) \leq \mu(Y)
$$

$3^{o} \mu(\bar{X})=\mu(X)$
$4^{o} \mu(\operatorname{Conv} X)=\mu(X)$
$5^{o} \mu(\lambda X+(1-\lambda) Y) \leq \lambda \mu(X)+(1-\lambda) \mu(Y)$ for $\lambda \in[0,1]$
$6^{0}$ If $\left(X_{n}\right)$ is a sequence of closed sets from $\mathfrak{M}_{E}$ such that $X_{n+1} \subset X_{n}$ $(n=1,2, \ldots)$ and if $\lim _{n \rightarrow \infty} \mu\left(X_{n}\right)=0$ then the intersection $X_{\infty}=$ $\bigcap_{n=1}^{\infty} X_{n}$ is nonempty.

The family ker $\mu$ described in $1^{\circ}$ is called the kernel of the measure of noncompactness $\mu$. Let us observe that the intersection set $X_{\infty}$ from $6^{o}$ belongs to ker $\mu$. Indeed, $\mu\left(X_{\infty}\right) \leq \mu\left(X_{n}\right)$ for every $n$ which implies that $\mu\left(X_{\infty}\right)=0$. This simple observation will be crucial in our further considerations. Further facts concerning measures of noncompactness and its properties may be found in [6].

In what follows we will work in the Banach space $B C\left(\mathrm{R}_{+}\right)$consisting of all real functions defined, bounded and continuous on $\mathrm{R}_{+}$. The space $B C\left(\mathrm{R}_{+}\right)$ is furnished with the standard norm

$$
\|x\|=\sup \{|x(t)|: t \geq 0\}
$$

Let us describe the measure of noncompactness which will be used in further investigations (cf. [6]). Let us fix a nonempty bounded subset $X$ of $B C\left(\mathrm{R}_{+}\right)$ and a positive number $T>0$. For $x \in X$ and $\varepsilon>0$ denote by $\omega^{T}(x, \varepsilon)$ the modulus of continuity of $x$ on the interval $[0, T]$. Further, let us put:

$$
\begin{aligned}
\omega^{T}(X, \varepsilon) & =\sup \left\{\omega^{T}(x, \varepsilon): x \in X\right\} \\
\omega_{0}^{T}(X) & =\lim _{\varepsilon \rightarrow 0} \omega^{T}(X, \varepsilon) \\
\omega_{0}(X) & =\lim _{T \rightarrow \infty} \omega_{0}^{T}(X)
\end{aligned}
$$

Moreover, let us put:

$$
\beta(X)=\lim _{T \rightarrow \infty}\left\{\sup _{x \in X}\{\sup [|x(t)|: t \geq T]\}\right\}
$$

Finally, we define the function $\mu$ on the family $\mathfrak{M}_{B C\left(\mathrm{R}_{+}\right)}$in the following way

$$
\mu(X)=\omega_{0}(X)+\beta(X)
$$

It can be shown [6] that the function $\mu$ is a measure of noncompactness in the space $B C\left(\mathrm{R}_{+}\right)$. The kernel ker $\mu$ of this measure contains nonempty and bounded sets $X$ such that functions from $X$ are locally equicontinuous on $\mathrm{R}_{+}$ and tend to zero at infinity uniformly with respect to the set $X$, i.e. for any $\varepsilon>0$ there exists $T>0$ such that $|x(t)|<\varepsilon$ for all $t \geq T$ and $x \in X$.

## 3. Main results

We are going to study the nonlinear quadratic integral equation of VolterraStieltjes type having the form

$$
\begin{equation*}
x(t)=a(t)+f(t, x(t)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(t, \tau), \quad t \geq 0 \tag{1}
\end{equation*}
$$

We look for solutions of this equation in the space $B C\left(\mathrm{R}_{+}\right)$. In our investigations we assume that the following conditions are satisfied:
(i) $a: \mathrm{R}_{+} \rightarrow \mathrm{R}$ is a continuous function such that $a(t) \rightarrow 0$ as $t \rightarrow \infty$;
(ii) $g: \mathbf{R}_{+} \times \mathbf{R}_{+} \rightarrow \mathbf{R}$ and for all $t_{1}, t_{2} \in \mathbf{R}_{+}$such that $t_{1}<t_{2}$ the function $s \rightarrow g\left(t_{2}, s\right)-g\left(t_{1}, s\right)$ is nondecreasing on $\mathrm{R}_{+}$;
(iii) the function $s \rightarrow g(0, s)$ is nondecreasing on $\mathrm{R}_{+}$;
(iv) the functions $s \rightarrow g(t, s)$ and $t \rightarrow g(t, s)$ are continuous on $\mathbf{R}_{+}$for each fixed $t \in \mathbf{R}_{+}$or $s \in \mathrm{R}_{+}$, respectively;
(v) the function $u: \mathrm{R}_{+} \times \mathrm{R}_{+} \times \mathrm{R} \rightarrow \mathrm{R}$ is continuous and there exist a continuous function $k(t, s)=k: \mathrm{R}_{+} \times \mathrm{R}_{+} \rightarrow \mathrm{R}_{+}$and a continuous and nondecreasing function $\varphi: \mathrm{R}_{+} \rightarrow \mathrm{R}_{+}$such that

$$
|u(t, s, x)| \leq k(t, s) \varphi(|x|)
$$

for all $t, s \in \mathrm{R}_{+}$and $x \in \mathrm{R}$;
(vi) $f: \mathrm{R}_{+} \times \mathrm{R} \rightarrow \mathrm{R}$ is a continuous function and there exists a continuous function $m: \mathbf{R}_{+} \rightarrow \mathbf{R}_{+}$such that

$$
|f(t, x)-f(t, y)| \leq m(t)|x-y|
$$

for all $x, y \in \mathbf{R}$ and $t \in \mathbf{R}_{+}$. Moreover, $f(t, 0) \rightarrow 0$ as $t \rightarrow \infty$;
(vii) the functions $t \rightarrow \int_{0}^{t} k(t, s) d_{s} g(t, s)$ and $t \rightarrow m(t) \int_{0}^{t} k(t, s) d_{s} g(t, s)$ are bounded on $\mathrm{R}_{+}$.
For further purposes let us define the following constants:

$$
\begin{aligned}
& F=\sup \{|f(t, 0)|: t \geq 0\}, \\
& K=\sup \left\{\int_{0}^{t} k(t, s) d_{s} g(t, s): t \geq 0\right\}, \\
& M=\sup \left\{m(t) \int_{0}^{t} k(t, s) d_{s} g(t, s): t \geq 0\right\} .
\end{aligned}
$$

Obviously all these constants are finite in view of assumptions (vi) and (vii).

Now we state a few simple consequences of the above conditions.
Lemma 3. Under assumptions (ii) and (iii) the function $s \rightarrow g(t, s)$ is nondecreasing on $\mathrm{R}_{+}$for any fixed $t \in \mathrm{R}_{+}$.

Proof. Take arbitrary $s_{1}, s_{2} \in \mathrm{R}_{+}$with $s_{1}<s_{2}$. Then, in view of (iii) we have

$$
g\left(0, s_{2}\right)-g\left(0, s_{1}\right) \geq 0 .
$$

Hence we get

$$
\begin{aligned}
g\left(t, s_{2}\right)-g\left(t, s_{1}\right) & \geq\left[g\left(t, s_{2}\right)-g\left(t, s_{1}\right)\right]-\left[g\left(0, s_{2}\right)-g\left(0, s_{1}\right)\right] \\
& =\left[g\left(t, s_{2}\right)-g\left(0, s_{2}\right)\right]-\left[g\left(t, s_{1}\right)-g\left(0, s_{1}\right)\right]
\end{aligned}
$$

But the last obtained expression is nonnegative in view of assumption (ii). This completes the proof.

Remark 1. From the above lemma we infer that the function $s \rightarrow g(t, s)$ is of bounded variation on each bounded interval $[a, b] \subset \mathbf{R}_{+}$, for any fixed $t \in \mathrm{R}_{+}$. This fact is used in our considerations. For example, it implies that the integrals in equation (1) and in assumption (vii) are well-defined.

Lemma 4. Assume that the function $g$ satisfies assumption (ii). Then, for arbitrarily fixed $s_{1}, s_{2} \in \mathbf{R}_{+}$such that $s_{1}<s_{2}$, the function $t \rightarrow g\left(t, s_{2}\right)-$ $g\left(t, s_{1}\right)$ is nondecreasing on $\mathrm{R}_{+}$.

A simple proof can be found in [4].
Next, let us assume the following additional assumption:
(viii) there exists a positive solution $r_{0}$ of the inequality

$$
\begin{equation*}
\|a\|+F K \varphi(r)+M r \varphi(r) \leq r \tag{2}
\end{equation*}
$$

such that $M \varphi\left(r_{0}\right)<1$.
Remark 2. Observe that if $r_{0}$ satisfies inequality (2) and $r_{0}>0$ then

$$
M \varphi\left(r_{0}\right) \leq 1-\frac{\|a\|}{r_{0}}-\frac{F K \varphi\left(r_{0}\right)}{r_{0}} .
$$

Thus, in the case when $F K \neq 0$ or the function $a=a(t)$ does not vanish on $\mathbf{R}_{+}$, the condition $M \varphi\left(r_{0}\right)<1$ is automatically satisfied.

Now we can formulate our main existence result.
Theorem 1. Under assumptions (i)-(viii) equation (1) has at least one solution $x=x(t)$ belonging to the space $B C\left(\mathrm{R}_{+}\right)$such that $x(t) \rightarrow 0$ as $t \rightarrow \infty$.

Proof. Consider the operator $U$ defined on the space $B C\left(\mathrm{R}_{+}\right)$by the formula

$$
(U x)(t)=a(t)+f(t, x(t)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(t, \tau)
$$

Taking into account assumptions (i), (ii), (iii), (v) and Lemma 3 (cf. also Remark 1) we deduce that $U$ is well-defined on the space $B C\left(\mathrm{R}_{+}\right)$.

Further, fix arbitrarily $T>0$ and $\varepsilon>0$. Take $t, s \in[0, T]$ such that $s<t$ and $t-s \leq \varepsilon$. Then, in view of our assumptions and Lemmas 1 and 2, for an arbitrary function $x \in B C\left(\mathrm{R}_{+}\right)$we obtain:
(3) $|(U x)(t)-(U x)(s)|$
$\leq \omega^{T}(a, \varepsilon)+|f(t, x(t))-f(t, x(s))| \cdot\left|\int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(t, \tau)\right|$
$+\left|f(t, x(s)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(t, \tau)-f(s, x(s)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(t, \tau)\right|$
$+\left|f(s, x(s)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(t, \tau)-f(s, x(s)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(s, \tau)\right|$
$+\left|f(s, x(s)) \int_{0}^{t} u(t, \tau, x(\tau)) d_{\tau} g(s, \tau)-f(s, x(s)) \int_{0}^{t} u(s, \tau, x(\tau)) d_{\tau} g(s, \tau)\right|$
$+\left|f(s, x(s)) \int_{0}^{t} u(s, \tau, x(\tau)) d_{\tau} g(s, \tau)-f(s, x(s)) \int_{0}^{s} u(s, \tau, x(\tau)) d_{\tau} g(s, \tau)\right|$
$\leq \omega^{T}(a, \varepsilon)+m(t)|x(t)-x(s)| \int_{0}^{t}|u(t, \tau, x(\tau))| d_{\tau}\left(\bigvee_{p=0}^{\tau} g(t, p)\right)$
$+|f(t, x(s))-f(s, x(s))| \int_{0}^{t}|u(t, \tau, x(\tau))| d_{\tau}\left(\bigvee_{p=0}^{\tau} g(t, p)\right)$
$+|f(s, x(s))| \int_{0}^{t}|u(t, \tau, x(\tau))| d_{\tau}\left(\bigvee_{p=0}^{\tau}[g(t, p)-g(s, p)]\right)$
$+|f(s, x(s))| \int_{0}^{t}|u(t, \tau, x(\tau))-u(s, \tau, x(\tau))| d_{\tau}\left(\bigvee_{p=0}^{\tau} g(s, p)\right)$
$+|f(s, x(s))| \int_{s}^{t}|u(s, \tau, x(\tau))| d_{\tau}\left(\bigvee_{p=s}^{\tau} g(s, p)\right)$
$\leq \omega^{T}(a, \varepsilon)+m(t) \omega^{T}(x, \varepsilon) \int_{0}^{t} k(t, \tau) \varphi(|x(\tau)|) d_{\tau} g(t, \tau)$

$$
\begin{aligned}
& +\omega_{f}^{T}(\varepsilon) \int_{0}^{t} k(t, \tau) \varphi(|x(\tau)|) d_{\tau} g(t, \tau) \\
& +[m(s)|x(s)|+|f(s, 0)|] \int_{0}^{t} k(t, \tau) \varphi(|x(\tau)|) d_{\tau}(g(t, \tau)-g(s, \tau)) \\
& +[m(s)|x(s)|+|f(s, 0)|] \int_{0}^{t} \omega_{u}^{T}(\varepsilon) d_{\tau} g(s, \tau) \\
& +[m(s)|x(s)|+|f(s, 0)|] \int_{s}^{t} k(s, \tau) \varphi(|x(\tau)|) d_{\tau} g(s, \tau)
\end{aligned}
$$

where

$$
\begin{aligned}
& \omega_{f}^{T}(\varepsilon)=\sup \{|f(t, y)-f(s, y)|: \\
& \quad t, s \in[0, T],|t-s| \leq \varepsilon, y \in[-\|x\|,\|x\|]\} \\
& \omega_{u}^{T}(\varepsilon)=\sup \{|u(t, \tau, y)-u(s, \tau, y)|: \\
& t, s, \tau \in[0, T],|t-s| \leq \varepsilon, y \in[-\|x\|,\|x\|]\} .
\end{aligned}
$$

For our further purposes, let us put

$$
\begin{aligned}
k_{T} & =\sup \{k(t, s): t, s \in[0, T]\}, \\
f_{T} & =\sup \{|f(t, 0)|: t \in[0, T]\}, \\
m_{T} & =\sup \{m(t): t \in[0, T]\} .
\end{aligned}
$$

Then, form estimate (3) we get

$$
\begin{aligned}
& |(U x)(t)-(U x)(s)| \\
& \leq \omega^{T}(a, \varepsilon)+M \varphi(\|x\|) \omega^{T}(x, \varepsilon)+K \varphi(\|x\|) \omega_{f}^{T}(\varepsilon) \\
& \quad+\left(m_{T}\|x\|+f_{T}\right)\left\{k_{T} \varphi(\|x\|) \int_{0}^{t} d_{\tau}(g(t, \tau)-g(s, \tau))\right. \\
& \left.\quad+\omega_{u}^{T}(\varepsilon) \int_{0}^{t} d_{\tau} g(s, \tau)+k_{T} \varphi(\|x\|) \int_{s}^{t} d_{\tau} g(s, \tau)\right\} \\
& =\omega^{T}(a, \varepsilon)+M \varphi(\|x\|) \omega^{T}(x, \varepsilon)+K \varphi(\|x\|) \omega_{f}^{T}(\varepsilon) \\
& \quad+\left(m_{T}\|x\|+f_{\tau}\right)\left\{k_{T} \varphi(\|x\|)([g(t, t)-g(s, t)]-[g(t, 0)-g(s, 0)])\right. \\
& \left.\quad+\omega_{u}^{T}(\varepsilon)[g(s, t)-g(s, 0)]+k_{T} \varphi(\|x\|)[g(s, t)-g(s, s)]\right\}
\end{aligned}
$$

Next, keeping in mind Lemmas 3 and 4, from the above estimate we derive at

$$
\begin{align*}
& |(U x)(t)-(U x)(s)|  \tag{4}\\
& \leq \omega^{T}(a, \varepsilon)+M \varphi(\|x\|) \omega^{T}(x, \varepsilon)+K \varphi(\|x\|) \omega_{f}^{T}(\varepsilon) \\
& \quad+\left(m_{T}\|x\|+f_{T}\right)\left\{k_{T} \varphi(\|x\|) \cdot([g(t, T)-g(s, T)]\right. \\
& \quad+|g(t, 0)-g(s, 0)|)+\omega_{u}^{T}(\varepsilon)[g(T, t)-g(T, 0)] \\
& \left.\quad+k_{T} \varphi(\|x\|)[g(T, t)-g(T, s)]\right\} \\
& \leq \omega^{T}(a, \varepsilon)+M \varphi(\|x\|) \omega^{T}(x, \varepsilon)+K \varphi(\|x\|) \omega_{f}^{T}(\varepsilon) \\
& \quad+\left(m_{T}\|x\|+f_{T}\right)\left\{k_{T} \varphi(\|x\|)\left[\omega^{T}(g(\cdot, T), \varepsilon)+\omega^{T}(g(\cdot, 0), \varepsilon)\right]\right. \\
& \left.\quad+\omega_{u}^{T}(\varepsilon)[g(T, T)-g(T, 0)]+k_{T} \varphi(\|x\|) \omega^{T}(g(T, \cdot), \varepsilon)\right\}
\end{align*}
$$

Now, let us observe that from the uniform continuity of the function $f(t, y)$ on the set $[0, T] \times[-\|x\|,\|x\|]$ and the function $u(t, \tau, y)$ on the set $[0, T] \times$ $[0, T] \times[-\|x\|,\|x\|]$ we infer that $\omega_{f}^{T}(\varepsilon) \rightarrow 0$ and $\omega_{u}^{T}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Thus, keeping in mind these facts, the assumption (iv) and the estimate (4) we deduce that the function $U x$ is continuous on the interval [ $0, T]$. In view of the arbitrariness of $T$ we conclude that $U x$ is continuous on the whole interval $\mathrm{R}_{+}$.

In order to show that $U x$ is bounded on $\mathbf{R}_{+}$let us fix arbitrarily $t \in \mathbf{R}_{+}$. Then, using our assumptions and Lemmas 1 and 2 we get

$$
\begin{align*}
& |(U x)(t)|  \tag{5}\\
& \leq|a(t)|+|f(t, x(t))| \int_{0}^{t}|u(t, \tau, x(\tau))| d_{\tau}\left(\bigvee_{p=0}^{\tau} g(t, p)\right) \\
& \leq|a(t)|+[m(t)|x(t)|+|f(t, 0)|] \int_{0}^{t} k(t, \tau) \varphi(|x(\tau)|) d_{\tau} g(t, \tau) \\
& \leq|a(t)|+|f(t, 0)| \varphi(\|x\|) \int_{0}^{t} k(t, \tau) d_{\tau} g(t, \tau) \\
& \quad+\varphi(\|x\|)|x(t)| m(t) \int_{0}^{t} k(t, \tau) d_{\tau} g(t, \tau) \\
& \leq|a(t)|+|f(t, 0)| \varphi(\|x\|) \int_{0}^{t} k(t, \tau) d_{\tau} g(t, \tau)+|x(t)| M \varphi(\|x\|)
\end{align*}
$$

Hence we get

$$
\begin{equation*}
|(U x)(t)| \leq\|a\|+F K \varphi(\|x\|)+M\|x\| \varphi(\|x\|) \tag{6}
\end{equation*}
$$

where $F$ and $K$ are constants defined earlier.
From the above estimate we infer that $U x$ is bounded on $\mathrm{R}_{+}$. This fact, in conjunction with the continuity of the function $U x$, allows us to deduce that the operator $U$ transforms the space $B C\left(\mathrm{R}_{+}\right)$into itself.

In what follows let us observe that inequality (6) yields

$$
\|U x\| \leq\|a\|+F K \varphi(\|x\|)+M\|x\| \varphi(\|x\|)
$$

Combining this estimate with assumption (viii) we conclude that there exists a positive number $r_{0}$ such that $M \varphi\left(r_{0}\right)<1$ and that the operator $U$ transforms the ball $B_{r_{0}}$ into itself.

Now, let us take a nonempty subset $X$ of the ball $B_{r_{0}}$. Fix arbitrarily $T>0$ and $\varepsilon>0$. Then, using the previously obtained estimate (4) (where in the definition of the functions $\omega_{f}^{T}(\varepsilon)$ and $\omega_{u}^{T}(\varepsilon)$ the quantity $\|x\|$ is replaced by $r_{0}$ ), for an arbitrary $x \in X$ we derive at

$$
\begin{aligned}
\omega^{T}(U x, \varepsilon) \leq & \omega^{T}(a, \varepsilon)+M \varphi\left(r_{0}\right) \omega^{T}(x, \varepsilon)+K \varphi\left(r_{0}\right) \omega_{f}^{T}(\varepsilon) \\
& +\left(m_{T} r_{0}+f_{T}\right)\left\{k_{T} \varphi\left(r_{0}\right)\left[\omega^{T}(g(\cdot, T), \varepsilon)+\omega^{T}(g(\cdot, 0), \varepsilon)\right]\right. \\
& \left.+\omega_{u}^{T}(\varepsilon)[g(T, T)-g(T, 0)]+k_{T} \varphi\left(r_{0}\right) \omega^{T}(g(T, \cdot), \varepsilon)\right\}
\end{aligned}
$$

Hence, keeping in mind our assumptions and the facts established before, we obtain

$$
\begin{equation*}
\omega_{0}(U X) \leq M \varphi\left(r_{0}\right) \omega_{0}(X) \tag{7}
\end{equation*}
$$

Next, fix $T>0$ and take an arbitrary function $x \in X$. Then, using estimate (5) for $t \geq T$, we get

$$
|(U x)(t)| \leq|a(t)|+|f(t, 0)| K \varphi\left(r_{0}\right)+M \varphi\left(r_{0}\right)|x(t)|
$$

This estimate, in conjunction with assumptions (i) and (vi), yields

$$
\begin{equation*}
\beta(U X) \leq M \varphi\left(r_{0}\right) \beta(X) \tag{8}
\end{equation*}
$$

where the function $\beta=\beta(X)$ was defined in Section 2.
Finally, let us observe that linking (7) and (8) we have

$$
\begin{equation*}
\mu(U X) \leq M \varphi\left(r_{0}\right) \mu(X) \tag{9}
\end{equation*}
$$

where $\mu$ is the measure of noncompactness defined in the previous section.
In what follows let us put $B_{r_{0}}^{1}=\operatorname{Conv} U\left(B_{r_{0}}\right), B_{r_{0}}^{2}=\operatorname{Conv} U\left(B_{r_{0}}^{1}\right)$ and so on. Observe that the sequence of sets $\left(B_{r_{0}}^{n}\right)$ is decreasing i.e. $B_{r_{0}}^{n+1} \subset B_{r_{0}}^{n}$ for
$n=1,2, \ldots$ Moreover, the sets of this sequence are closed and convex. From this, in view of (9), we get

$$
\begin{equation*}
\mu\left(B_{r_{0}}^{n}\right) \leq q^{n} \mu\left(B_{r_{0}}\right), \tag{10}
\end{equation*}
$$

where we put $q=M \varphi\left(r_{0}\right)$. Notice that $q<1$, in view of assumption (viii). Moreover, we can easily calculate that $\mu\left(B_{r_{0}}\right)=3 r_{0}$. Combining this fact and (10) we obtain

$$
\lim _{n \rightarrow \infty} \mu\left(B_{r_{0}}^{n}\right)=0
$$

Hence, taking into account axiom $6^{\circ}$ of the definition of a measure of noncompactness, we infer that the set $Y=\bigcap_{n=1}^{\infty} B_{r_{0}}^{n}$ is nonempty, bounded, closed and convex. Moreover, the set $Y$ is a member of the kernel $\operatorname{ker} \mu$ of the measure of noncompactness $\mu$ (cf. remark made after the mentioned definition). We observe that the operator $U$ transforms the set $Y$ into itself.

In the sequel we show that $U$ is continuous on the set $Y$. To do this let us fix a number $\varepsilon>0$ and take arbitrary functions $x, y \in Y$ such that $\|x-y\| \leq \varepsilon$. Using the fact that $Y \in \operatorname{ker} \mu$ and the description of sets belonging to $\operatorname{ker} \mu$ given in Section 2, we find a number $T>0$ such that for any function $z \in Y$ and for $t \geq T$ the inequality $|z(t)| \leq \varepsilon$ is true. Moreover, keeping in mind assumption (vi), we can choose $T$ in such a way that $|f(t, 0)| \leq \varepsilon$ for $t \geq T$. Then, using our assumptions and Lemmas 1 and 2 , for an arbitrary $t \geq T$ we get

$$
\begin{align*}
& |(U x)(t)-(U y)(t)|  \tag{11}\\
& \leq \varepsilon m(t) \int_{0}^{t} k(t, \tau) \varphi(|x(\tau)|) d_{\tau} g(t, \tau)+[m(t)|y(t)|+|f(t, 0)|] \\
& \quad \int_{0}^{t}[|u(t, \tau, x(\tau))|+|u(t, \tau, y(\tau))|] d_{\tau}\left(\bigvee_{p=0}^{\tau} g(t, p)\right) \\
& \leq \varepsilon \varphi\left(r_{0}\right) M+2 \varepsilon \varphi\left(r_{0}\right) m(t) \int_{0}^{t} k(t, \tau) d_{\tau} g(t, \tau) \\
& +2 \varepsilon \varphi\left(r_{0}\right) \int_{0}^{t} k(t, \tau) d_{\tau} g(t, \tau) \leq \varepsilon \varphi\left(r_{0}\right)(3 M+2 k)
\end{align*}
$$

Further, let us assume that $t \in[0, T]$. Then, applying the imposed assumptions and evaluating similary as above, we obatin

$$
\begin{aligned}
& |(U x)(t)-(U y)(t)| \\
& \quad \leq \varepsilon m(t) \int_{0}^{t} k(t, \tau) \varphi(|x(\tau)|) d_{\tau} g(t, \tau)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+[m(t)|y(t)|+|f(t, 0)|] \int_{0}^{t}|u(t, \tau, x(\tau))-u(t, \tau, y(\tau))| d_{\tau} g(t, \tau) \\
& \leq \varepsilon \varphi\left(r_{0}\right) M+\left(r_{0} m_{T}+f_{T}\right) \bar{\omega}_{u}^{T}(\varepsilon)[g(t, t)-g(t, 0)]
\end{aligned}
$$

where

$$
\begin{aligned}
& \bar{\omega}_{u}^{T}(\varepsilon) \\
& =\sup \left\{|u(t, \tau, x)-u(t, \tau, y)|: t, \tau \in[0, T], x, y \in\left[-r_{0}, r_{0}\right],|x-y| \leq \varepsilon\right\}
\end{aligned}
$$

Hence, applying Lemmas 3 and 4, we derive at the following estimate:

$$
\begin{align*}
\mid(U x)(t)- & (U y)(t) \mid  \tag{12}\\
& \leq \varepsilon M \varphi\left(r_{0}\right)+\left(r_{0} m_{T}+f_{T}\right) \bar{\omega}_{u}^{T}(\varepsilon)[g(T, T)-g(T, 0)]
\end{align*}
$$

Observe that in view of the uniform continuity of the function $u=u(t, \tau, x)$ on the set $[0, T] \times[0, T] \times\left[-r_{0}, r_{0}\right]$ we deduce that $\bar{\omega}_{u}^{T}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Combining this fact, (11) and (12), we infer that the operator $U$ is continuous on the set $Y$.

Finally, taking into account all facts concerning the set $Y$ and the operator $U: Y \rightarrow Y$ which were established above, in view of the Schauder fixed point principle, we conclude that $U$ has at least one fixed point $x$ in the set Y . Obviously the function $x=x(t)$ is a solution of the equation (1). Moreover, keeping in mind the fact that $Y \in \operatorname{ker} \mu$, we infer that $x(t) \rightarrow 0$ as $t \rightarrow \infty$. This completes the proof.

Remark 3. Let us mention that all fixed points of the operator $U$ belonging to the ball $B_{r_{0}}$ belong also to the set $Y$. This fact is a simple consequence of the construction of $Y$. Thus, all solutions $x=x(t)$ of equation (1) belonging to the ball $B_{r_{0}}$ satisfy the condition $x(t) \rightarrow 0$ as $t \rightarrow \infty$.

It can be shown that Theorem 1 covers many special cases of equation (1). Nevertheless, there are some interesting and important cases of equation (1) which are not covered by Theorem 1. Indeed, in order to obtain a result on the existence of solutions $x=x(t)$ of the equation (1) vanishing at infinity (i.e. such that $x(t) \rightarrow 0$ as $t \rightarrow \infty)$, we required in Theorem 1 that $f(t, 0) \rightarrow 0$ as $t \rightarrow \infty$. It turns out that for some important cases of equation (1) this condition is not satisfied. For example, when $f(t, x) \equiv 1$ or $f(t, x)=h(t)$ and $h(t)$ does not vanish at infinity then Theorem 1 fails to work.

Below we formulate an existence result concerning the above mentioned cases of equation (1).

Theorem 2. Assume that the assumptions of Theorem 1 are satisfied except assumption (vi) where, instead of the condition that $f(t, 0) \rightarrow 0$ as $t \rightarrow \infty$,
we require that the function $t \rightarrow f(t, 0)$ belongs to the space $B C\left(\mathrm{R}_{+}\right)$, and in assumption (viii) where we require additionally that

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} k(t, s) d_{s} g(t, s)=0
$$

Then equation (1) has at least one solution $x=x(t)$ such that $x \in B C\left(\mathbf{R}_{+}\right)$ and $x(t)$ vanishes at infinity.

The proof of the above theorem is similar to the proof of Theorem 1 and is therefore omitted.

## 4. Further discussions, remarks and examples

This section is devoted to discuss some details appearing in our existence results proved in the previous section. At the beginning we consider a few special cases of the equation (1).

First of all let us notice that the classical nonlinear Volterra integral equation

$$
\begin{equation*}
x(t)=a(t)+\int_{0}^{t} u(t, s, x(s)) d s \tag{13}
\end{equation*}
$$

is a special case of equation (1) if we put $f(t, x) \equiv 1$ and $g(t, s)=s$. This implies that equation (13) can be investigated with help of Theorem 2. Observe that some assumptions of that theorem are automatically satisfied for equation (13). Indeed, assumptions (ii), (iii) and (iv) are trivially satisfied. Assumption (vi) is satisfied with $m(t) \equiv 0$ and $f(t, 0) \equiv 1$. Thus we have to assume hypotheses (i), (v) and the following ones,
(vii') the function $t \rightarrow \int_{0}^{t} k(t, s) d s$ is bounded on $\mathrm{R}_{+}$and tends to zero at infinity;
(viii') there exists a positive solution $r_{0}$ of the inequality $\|a\|+k \varphi(r) \leq r$.
Let us notice that in the case of equation (13) we have $F=1$ and $M=0$, where $F$ and $M$ are the constants defined in Section 3.

Next, let us consider the quadratic integral equation of Volterra type having the form

$$
\begin{equation*}
x(t)=a(t)+x(t) \int_{0}^{t} \frac{t}{t+s} u(t, s, x(s)) d s . \tag{14}
\end{equation*}
$$

This equation represents the Volterra counterpart of the famous Chandrasekhar quadratic integral equation which has numerous applications (cf. [2], [3], [7], [14], [17]). In the case of a bounded interval this equation was discussed in [5], for example.

We now show that equation (14) is a special case of equation (1). To do this let us consider the function $g: \mathbf{R}_{+} \times \mathbf{R}_{+} \rightarrow \mathrm{R}$ defined by the formula

$$
g(t, s)= \begin{cases}t \ln \frac{t+s}{t} & \text { for } t>0 \text { and } s \geq 0  \tag{15}\\ 0 & \text { for } t=0 \text { and } s \geq 0\end{cases}
$$

Then we see that equation (14) can be written in the form (1).
In order to discuss the existence result for equation (14) let us first notice that $f(t, x)=x$. This suggests that the existence result concerning equation (14) is contained in Theorem 1, where we have to assume hypotheses (i) and (v). Using standard methods of mathematical analysis it can be seen that the function $g(t, s)$ defined by (15) satisfies assumptions (ii), (iii) and (iv). Moreover, observe that assumption (vi) is satisfied with $m(t) \equiv 1$ and $f(t, 0) \equiv 0$ while assumptions (vii) and (viii) have the following form,
(vii") the function $t \rightarrow \int_{0}^{t} \frac{t k(t, s)}{t+s} d s$ is bounded on $\mathrm{R}_{+}$;
(viii") there exists a positive solution $r_{0}$ of the inequality $\|a\|+\operatorname{Kr\varphi }(r) \leq r$.
It is worthwhile mentioning that equation (1) contains also other special cases which are important in applications. For example, the following integral equation

$$
x(t)=f(t, x(t)) \int_{0}^{t} u(t, s, x(s)) d s
$$

plays a significant role in describing some problems connected with traffic theory and biology (see [18]). Obviously this equation is a special case of equation (1) if we put $a(t) \equiv 0$ and $g(t, s)=s$.

Now, we look at some concrete examples of the function $g=g(t, s)$ which appears in equation (1) and satisfies assumptions (ii), (iii) and (iv). Obviously the functions $g(t, s)=s$ and the function $g(t, s)$ defined by (15) are important examples of the functions in question. Moreover, the following functions

$$
\begin{aligned}
& g(t, s)=t s \\
& g(t, s)=\min \{t, s\} \\
& g(t, s)=\max \{t+s-1,0\}
\end{aligned}
$$

are examples of the function $g(t, s)$ satisfying our requirements. Let us mention that these functions are also examples of the so-called copulas playing an important role in some considerations in probability theory (cf. [16], [23], for instance).

Further, let us recall that if the function $g(t, s)$ satisfies assumptions (ii) and (iv) then it represents the distribution function of a two dimensional random
variable [12], [22]. The converse implication is also "almost" valid [18], [22]. Particularly, we may consider the function as being the distribution function of a two dimensional random variable of continuous type. Such a function has the form

$$
g(t, s)=\int_{0}^{t}\left(\int_{0}^{s} p(z, y) d y\right) d z
$$

where $p(z, y)$ is the so-called density function [12]. Obviously this function satisfies assumptions (ii), (iii) and (iv). Moreover, we have

$$
d_{s} g(t, s)=\left(\int_{0}^{t} p(s, y) d y\right) d s
$$

and in this case equation (1) has the form

$$
x(t)=a(t)+f(t, x(t)) \int_{0}^{t} u(t, s, x(s))\left(\int_{0}^{t} p(s, y) d y\right) d s .
$$

Let us mention that this equation is the usual quadratic nonlinear Volterra integral equation.

Finally we provide two examples of concrete nonlinear quadratic integral equations of the form (1) which satisfy the assumptions formulated in Theorem 1 or 2 .

Example 1. Consider the following quadratic integral equation of Volterra type

$$
x(t)=t \exp \left(-4 t^{2}\right)+(\exp (-t)+x(t)) \int_{0}^{t} \frac{x^{2}(s)}{1+t^{2}+s^{2}} d s
$$

Obviously this equation is a special case of (1). Indeed, if we put

$$
\begin{aligned}
a(t) & =t \exp \left(-4 t^{2}\right) \\
f(t, x) & =\exp (-t)+x \\
u(t, s, x) & =\frac{x^{2}}{1+t^{2}+s^{2}} \\
g(t, s) & =s
\end{aligned}
$$

then we can check that the assumptions of Theorem 1 are satisfied. In fact, we have $f(t, 0)=\exp (-t)$ which implies $F=1$. Further, we have $m(t) \equiv 1$ and

$$
|u(t, s, x)|=\frac{1}{1+t^{2}+s^{2}} x^{2}
$$

so we may put $k(t, s)=\frac{1}{1+t^{2}+s^{2}}$ and $\varphi(x)=x^{2}$. Hence we obtain

$$
\begin{aligned}
m(t) \int_{0}^{t} k(t, s) d_{s} g(t, s) & =\int_{0}^{t} k(t, s) d_{s} g(t, s) \\
& =\int_{0}^{t} \frac{1}{1+t^{2}+s^{2}} d s \\
& =\frac{1}{\sqrt{1+t^{2}}} \operatorname{arctg} \frac{t}{\sqrt{1+t^{2}}}
\end{aligned}
$$

Consequently, we obtain at the following estimate:

$$
M=K \leq \pi / 4
$$

Moreover, we can easy calculate that $\|a\|=1 / \sqrt{8 e}$.
Finally, let us observe that the inequality from assumption (viii) has the form:

$$
1 / \sqrt{8 e}+K\left(r^{2}+r^{3}\right) \leq r
$$

It is easily seen that this inequality has a positive solution $r_{0}$. For example, $r_{0}=2 / 5$.

Example 2. Here we investigate the following quadratic equation of Volterra type:

$$
\begin{equation*}
x(t)=t^{2} \exp (-t)+(\operatorname{arctg} t+t x(t)) \int_{0}^{t} \frac{t}{t+s} \exp (-t-s) \sqrt{|x(s)|} d s \tag{16}
\end{equation*}
$$

Observe that this equation has the form of equation (1) with the function $g(t, s)$ given by (15). This implies that assumptions (ii), (iii) and (iv) are satisfied. Further, let us notice that the terms involved in equation (1) have now the form

$$
\begin{aligned}
a(t) & =t^{2} \exp (-t) \\
f(t, x) & =\operatorname{arctg} t+t x \\
u(t, s, x) & =\exp (-t-s) \sqrt{|x|} .
\end{aligned}
$$

This yields $f(t, 0)=\operatorname{arctg} t$. Thus, in order to obtain the existence result for equation (16) we will apply Theorem 2.

At the beginning let us notice that $F=\pi / 2$. In addition we have $k(t, s)=$
$\exp (-t-s)$ and $\varphi(x)=\sqrt{|x|}$. Thus assumption (v) is satisfied. Next, we have

$$
\begin{aligned}
\int_{0}^{t} k(t, s) d_{s} g(t, s) & =\int_{0}^{t} \exp (-t-s) \frac{t}{t+s} d s \\
& =\exp (-t) \int_{0}^{t} \frac{t}{t+s} \exp (-s) d s \\
& \leq \exp (-t) \int_{0}^{t} \exp (-s) d s \\
& =\exp (-t)(1-\exp (-t))
\end{aligned}
$$

This implies that the function $t \rightarrow \int_{0}^{t} k(t, s) d_{s} g(t, s)$ is bounded and tends to zero at infinity. Moreover, we have $K \leq 1 / 4$. Let us also notice that assumption (vi) is satisfied with the function $m(t)=t$. This yields

$$
\begin{aligned}
m(t) \int_{0}^{t} k(t, s) d_{s} g(t, s) & =t \int_{0}^{t} \frac{t \exp (-t) \exp (-s)}{t+s} d s \\
& \leq t(\exp (-t)-\exp (-2 t))
\end{aligned}
$$

Using standard methods of differential calculus we can show that the function $t \rightarrow t(\exp (-t)-\exp (-2 t))$ attains on the interval $\mathrm{R}_{+}$its maximum which can be estimated from above by the number 0.3 . This implies that $M \leq 0.3$. Notice also that $\|a\|=4 / e^{2}$.

Taking into account all facts established above we conclude that the inequality from (viii) has the form

$$
4 / e^{2}+\frac{\pi}{2} K \sqrt{r}+M r \sqrt{r} \leq r
$$

Keeping in mind the above estimates of the constants $K$ and $M$ it is easily seen that the above inequality has a positive solution $r_{0}$. For example, $r_{0}=4$. Thus, in the light of Theorem 2 equation (16) has a solution in the space $B C\left(\mathrm{R}_{+}\right)$ which vanishes at infinity.
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