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GENERALIZED DIVISION POLYNOMIALS

TAKAKAZU SATOH

Abstract

Let E be an elliptic curve with complex multiplication by the ring OF of integers of an imaginary
quadratic field F . We give an explicit condition on α ∈ OF so that there exists a rational function
ψα satisfying div ψα = ∑

P∈Ker[α][P ] − NF/Q(α)[O ] where [α] is the multiplication by α map.
We give an algorithm to compute ψα based on recurrence formulas among these functions. We
prove that the time complexity of this algorithm is O(NF/Q(α)2+ε) bit operations under an FFT
based multiplication algorithm as NF/Q(α) tends to infinity for the fixed E.

1. Introduction

Let k be a perfect field. It is known that for an elliptic curve E/k and n ∈ N
there exists a rational function ψn on E satisfying div(ψn) = ∑

P∈E[n][P ] −
n2[O ], where O is the point at infinity. See e.g. Silverman[10, Exercise 3.7]
for char(k) �= 2, 3, Koblitz[7] for char(k) = 2. If E is given by the Weierstrass
model, such functions are polynomials of coordinate functions and they are
called division polynomials.

Now let E : Y 2 = X3 + aX + b be an elliptic curve admitting complex
multiplications by the ring OF of integers of an imaginary quadratic field F

where a and b are algebraic integers. Put K := F(a, b). In this paper, we
generalize division polynomials for some α ∈ OF − Z. Our goal is to give a
deterministic algorithm to compute generalized division polynomials and to
estimate its bit complexities. More specifically, in Corollary 2.6, we prove that
a rational function ψα on E satisfying div(ψα) = ∑

P∈Ker[α][P ]−NF/Q(α)[O ]
exists if and only if either NF/Q(α) is an odd integer or 2|α (in OF ). We call
such an element of OF unbiased. Then, with a suitable normalization, we
derive the relation

(1.1) ψ2
βψα+γ ψα−γ − ψ2

αψβ+γ ψβ−γ = ψα+βψα−βψ
2
γ

for α, β, γ ∈ OF provided all indexes appearing in (1.1) are unbiased (Corol-
lary 3.7). Choosing γ carefully, we obtain recurrence formulas which gives
an efficient algorithm to compute generalized division polynomials. Since our
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generalized polynomials only exist for unbiased elements inOF , it is important
to construct recurrence formulas with unbiased elements. In Corollary 4.3, we
prove that ψα is a polynomial of coordinate functions with coefficients in OK ,
the ring of integers of K . Choose ω ∈ OF satisfying OF = Z + ωZ. (Later
in (2.2), we specify ω explicitly.) Define ‖n + mω‖ := max(|n|, |m|). Note
NF/Q(α) = O(‖α‖2). Using integrality of ψα , we can estimate the growth rate
of the coefficients of ψα to be O(‖α‖2 log ‖α‖) in Theorem 6.4. Combining
these results, we obtain, as our main result, an estimate for the time complexity
(measured by the number of bit operations) to compute ψα:

Theorem. Let µ be a constant such that the number of bit operations
used for multiplication of two n bit integers is O(nµ). Assume that α ∈ OF is
unbiased. Then, we can compute ψα with O((‖α‖4 log ‖α‖)µ) bit operations.

In order to avoid technical difficulties, we limit ourselves to the case where
End(E) is the maximal order ofF . Under this restriction, End(E) is a Dedekind
domain and, in particular, every non-zero ideal has a prime ideal decomposi-
tion.

Generalized division polynomials are closely related to the problem of find-
ing the explicit form of complex multiplications. Stark[12] obtained the follow-
ing algorithm to compute explicit complex multiplication. Let ℘ be the Wei-
erstrass ℘-function associated to E. For a given α ∈ OF , his algorithm finds
polynomials u, v with coefficients in K such that ℘(αz) = u(℘ (z))/v(℘ (z))

by the continued fraction approximation. From v, it is possible (in theory) to
obtain ψα . (For example, v is a constant multiple of ψ2

α if NF/Q(α) is odd.) Al-
though the growth rate of the number of arithmetic operations in K to obtain v

is of polynomial order w.r.t. NF/Q(α), the time complexity w.r.t. bit operations
is not known. Straightforward implementation suggests that its space com-
plexity grows exponentially as NF/Q(α) tends to the infinity. Hence, Stark’s
algorithm is infeasible in practice.

A better method is to perform Stark’s algorithm once for ω. Assume that
α := m + nω ∈ OF is given. Since the m times map and the n times map
are expressed in terms of ordinal division polynomials, we obtain an explicit
formula for complex multiplication by α. This is what was done byAbel [1] for
the case OF = Z[

√−1 ]. (Of course, no computational complexity analysis
is given in this 19th century paper.) This method performs several arithmetic
operations overK(X)whose time complexities w.r.t. bit operations are difficult
to estimate because they involve greatest common divisor computations over
K[X].

Although our main interest is an efficient algorithm to compute generalized
division polynomials, some topics related to (1.1) have independent interests.
Durst [5] obtained (1.1) in the case where γ in (1.1) is restricted to be a unit
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and where E is of the form Y 2 = X3 + b. Chudnovsky and Chudnovsky [4]
mentioned this relation in the context of elliptic curve primality and factoriz-
ation tests, but no further relation than Durst [5] is given. As to integrality, in
case that the class number of F := Q(

√−d ) is one and that d ≥ 7, Joux and
Morain [6, §2] proved that 1

d
ψ√−d (Hd in their notation) is a polynomial of the

X-coordinate function with coefficients in Z. This is better than Corollary 4.3
by a factor of d. It is an open problem that for which F or α a similar property
holds. As to the space complexity, we note that McKee [8] gave a slightly
better estimate than ours for ordinal division polynomials.

The rest of this paper is organized as follows. After giving some notation,
we introduce the notion of unbiasedness in Section 2 and prove some basic
properties. In Section 3, generalized division polynomials are defined and
we prove the recurrence formula (1.1). Section 4 is devoted to the proof of
the integrality of generalized division polynomials. Section 5, which is of
different nature from the preceding sections, considers the space complexity
on arithmetic operations on OK . Finally in Section 6, we prove our main result
Theorem 6.6.

Notation. Let E be an elliptic curve given by

(1.2) Y 2 = X3 + aX + b

with algebraic integers a and b. The X-coordinate function and Y -coordinate
function are denoted by ξ and η, respectively. The point at infinity of E is
denoted by O . We use τ := −ξ/η as a local parameter at O unless otherwise
noted. Throughout this paper, we assume E admits complex multiplication by
the ring OF of integers of an imaginary quadratic field F . Put K := F(a, b).
For α ∈ OF , there is a unique endomorphism [α] ∈ End(E) satisfying τ ◦
[α] = ατ +O(τ 2). The map [·] is a ring isomorphism (see e.g. Silverman[11,
Prop. II.1.1]). For an ideal � of OF , we put

E[�] := {P ∈ E : [α]P = O for all α ∈ � }.

It is proven in Silverman[11, Prop. II.1.4] that E[�] is a free OF/� module
of rank 1. In particular, #E[�] = N(�) where N(·) is the norm of an ideal.
By a prime ideal, we mean a non-zero prime ideal. The principal ideal of OF

generated by α ∈ OF is denoted by 〈α〉F . For simplicity, we write E[〈α〉F ]
as E[α]. For A ∈ E and f ∈ K(E), we denote the order of zero of f at A
by ordA f , whereas for a prime ideal � of a Dedekind domain R and α ∈ R,
we understand ord� a as an additive �-adic valuation of a. These two usages
of ord are clearly distinguished by context.
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2. Unbiased Ideals

In this section, we introduce the notion of unbiased groups and unbiased ideals.
Then we obtain some basic properties of unbiased ideals.

Definition2.1. A finiteAbelian groupG is said to be unbiased if
∑
g∈G

g = 0.

Note that unbiasedness depends only on the isomorphism classes ofAbelian
groups.

Lemma 2.2. Let G be a finite Abelian group.

(1) Assume that G = G1 ⊕ G2 where gcd(#G1, #G2) = 1. Then G is
unbiased if and only if both G1 and G2 are unbiased.

(2) The group G is unbiased if #G is odd.

(3) Assume that #G is even. Then G is unbiased if and only if G contains a
subgroup isomorphic to Z/2Z ⊕ Z/2Z.

Proof. (1) Observe

∑
g∈G

g =
∑
g1∈G1

∑
g2∈G2

(g1, g2) =
(

#G2

∑
g1∈G1

g1, #G1

∑
g2∈G2

g2

)
.

Hence “if part” is obvious. To prove converse, note that (#G2)a = 0 for a ∈ G1

implies a = 0 since #G2 is prime to #G1. Thus, G1 is unbiased. Unbiasedness
of G2 follows from the same way.

(2) Since
∑

g∈G g = ∑
−g∈G −g = − ∑

g∈G g, we have

(2.1) 2
∑
g∈G

g = 0.

Multiplying #G+1
2 ∈ Z, we have the assertion.

(3) Due to (1) and (2), we may assume thatG is isomorphic to Z/2n1Z⊕· · ·⊕
Z/2nr Z where r ∈ N and n1, . . . , nr ∈ N. By a straightforward computation,
we see that the latter group is unbiased if and only if r ≥ 2. Assume that G
contains subgroup which is isomorphic to Z/2Z ⊕ Z/2Z. Then G contains at
least three elements of order two. Hence G cannot be cyclic, which means
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r ≥ 2. Therefore G is unbiased. On the other hand, in case of r ≥ 2, the group
Z/2n1Z ⊕ · · · ⊕ Z/2nr Z contains a subgroup isomorphic to Z/2Z ⊕ Z/2Z. So
does G.

Definition 2.3. We say an ideal � of OF is unbiased if � is the zero ideal or
E[�] is an unbiased subgroup of E. An element α of OF is said to be unbiased
if the principal ideal generated by α is unbiased.

Lemma 2.4. Let � and � be ideals of OF . The following properties hold:

(1) E[� + �] = E[�] ∩ E[�].

(2) If � + � = OF , then E[�] ⊕E[�] is isomorphic to E[��] under the map
ϕ defined by ϕ(P,Q) := P + Q.

Proof. (1) Obviously, E[� + �] ⊂ E[�] and E[� + �] ⊂ E[�]. Hence
E[� + �] ⊂ E[�] ∩ E[�]. Let γ ∈ � + �. Take α ∈ � and β ∈ � satisfying
α+β = γ . Then for any P ∈ E[�]∩E[�] it holds that [γ ]P = ([α]+[β])P =
O , which implies P ∈ E[� + �].

(2) LetP ∈ E[�] andQ ∈ E[�]. SinceOF is commutative, P+Q ∈ E[��].
We prove ϕ is surjective. By the assumptions, there exist α ∈ � and β ∈ �
such that α + β = 1. For any A ∈ E[��], we have A = [β]A + [α]A with
[β]A ∈ E[�] and [α]A ∈ E[�]. Therefore, ϕ is surjective. Then ϕ must be
injective because #E[��] = N(��) = #E[�]#E[�].

Theorem 2.5. Let � be an ideal of OF . Then � is unbiased if and only if
either 〈2〉F |� (i.e. 〈2〉F ⊃ �) or N(�) is odd.

Proof. The assertion clearly holds for the zero ideal. In what follows, we
assume that � is not the zero ideal. The if part is a direct consequence of Lemma
2.2. To prove converse, we have to show that � is a biased ideal if 2|N(�) and
〈2〉F � �. We consider the following three cases.

(i) In case that 2 remains prime in OF : Any ideal of OF with even norm is
divisible by 〈2〉F , hence there is nothing to prove.

(ii) In case that 2 ramifies: Let 〈2〉F = �2. Then, there exists a non-negative
integer e and an ideal � whose norm is odd such that � = �e�. But if e = 0,
then N(�) is odd and if e ≥ 2, then 〈2〉F |�. Therefore e = 1 and hence
E[�] = E[�] ⊕ E[�]. Moreover, #E[�] = 2 and #E[�] is odd. Since E[�] is
biased, E[�] is also biased.

(iii) In case that 2 splits: By the similar observation as above, � decomposes
as � = �e� where e ≥ 1, � is one of prime ideals dividing 〈2〉F and � is an
ideal of odd norm. Therefore, E[�] = E[�e] ⊕ E[�]. Since 2 splits, we have
E[�e] ∼= OF/�e ∼= Z/2eZ. Hence E[�e] is biased and so is E[�].

Corollary 2.6. Let α ∈ OF . Then α is unbiased if and only if either 2|α
in OF or NF/Q(α) is odd.
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Corollary 2.7. Let � and � be unbiased ideals. Then �� is also unbiased.

Corollary 2.8. Let d be a square free positive integer such that F =
Q(

√−d ). Put

(2.2) ω :=




√−d (−d ≡ 2, 3 mod 4),

−1 + √−d

2
(−d ≡ 1 mod 4).

Let m and n be integers.

(1) In case of d ≡ 1 mod 4, m+nω is unbiased except for m ≡ n ≡ 1 mod
2.

(2) In case of d ≡ 2 mod 4, m + nω is unbiased except for m ≡ 0 mod 2
and n ≡ 1 mod 2.

(3) In case of d ≡ 3 mod 8, any element of OF is unbiased.

(4) In case of d ≡ 7 mod 8, m+nω is unbiased if and only if n ≡ 0 mod 2.

Proof. This corollary follows fromTheorem 2.5 and the fact thatNF/Q(m+
nω) = m2 +n2d for d ≡ 1, 2 mod 4 and NF/Q(m+nω) = m2 −mn+ 1+d

4 n2

for d ≡ 3 mod 4. Note 2 ramifies in case of (1) and (2), remains prime in case
of (3), and splits in case of (4).

Remark 2.9. The condition 〈2〉F |� cannot be replaced by 4|N(�). Indeed,
let d ≡ 7 mod 8 and let � be a prime ideal dividing 〈2〉F . Then, the ideal �2 is
biased and its norms is 4.

3. Generalized Division Polynomials

First we introduce generalized division polynomials and prove recurrence for-
mulas among them. Our definition is straightforward analogue of a definition of
ordinal division polynomials (see e.g. Cassels [3, Formulary]). For simplicity,
we write NF/Q(α) as N(α) for α ∈ OF . To begin with, we recall a condition
on a divisor which comes from a rational function. Let D := ∑n

i=1 ai[Pi] be
a divisor on an elliptic curve E. Then there exists a rational function f on E

whose divisor is D if and only if
∑n

i=1 ai = 0 and
∑n

i=1 aiPi = O (see e.g.
Silverman [10, Cor. III.3.5]). Therefore, for a finite subgroup G of D, there
exists a rational function f on E satisfying div(f ) = ∑

P∈G[P ] − #G[O ] if
and only if G is an unbiased group. Similarly, for α ∈ OF − {0}, there exists
a rational function f on E satisfying

(3.1) div(f ) =
∑

P∈Ker[α]

[P ] − N(α)[O ]
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if and only if α is an unbiased endomorphism. However, a divisor determined
a rational function only up to constant multiple. We specify this constants as
follows.

Definition 3.1. Let α ∈ OF be a non-zero unbiased element. Define the
α-th division polynomial ψα by div ψα = ∑

P∈Ker[α][P ] − N(α)[O ] and the
normalization condition

(3.2) ψα = (−1)N(α)−1ατ−N(α)+1 + · · · .
We also define an auxiliary function ψ̃α for any α ∈ OF by conditions

div ψ̃α = ∑
P∈Ker[α] 2[P ] − 2N(α)[O ] and ψ̃α = α2τ−2N(α)+2 + · · ·. Since

(2.1) holds for any finite group, such function exists and it holds that ψ̃α = ψ2
α

for unbiased α. By convention, we put ψ0 := 0 and ψ̃0 := 0.

Example 3.2. For the curve Y 2 = X3 + 5X, we see ψ2+√−1 is a con-
stant multiple of ξ 2 + 2 − √−1 by straightforward computation (or Stark’s
algorithm). Since ξ = τ−2 − 5τ 2 + O(τ 6), we have

ψ2+√−1 = (2 + √−1)ξ 2 + 5

= (2 + √−1)τ−4 − 15 − 10
√−1 + O(τ 4).

Remark 3.3. In case α ∈ N, our ψα coincides with the notation used in
[10, Exercise 3.7]. For a unit ε of OF , we see ψε = ε (a constant function).

Lemma 3.4. Let α be an unbiased element. In case that N(α) is odd,
ψα ∈ K[ξ ] and degξ ψα = (N(α) − 1)/2. Otherwise, 1

η
ψα ∈ K[ξ ] and

degξ

(
1
η
ψα

) = (N(α) − 4)/2.

Proof. Since Ker[α] is defined over K (recall K ⊃ F ), there is f ∈
K(E) satisfying (3.1). Noting ξ ∈ K((τ)) and η ∈ K((τ)), we see that f

is expanded as a−N(α)+1τ
−N(α)+1 + · · · with a−N(α)+1 ∈ K . Threfore, there

exists a constant c ∈ K× satisfying ψα = cf , which implies ψα ∈ K(E).
Since [−1](Ker[α]) = Ker[α], there exists constant c satisfying ψα ◦ [−1] =
cψα . Note τ ◦ [−1] = −τ . Therefore ψα ◦ [−1] = ψα for odd N(α) and
ψα ◦ [−1] = −ψα for even N(α). Since [−1] is the unique non-trivial element
of Gal(K(E)/K(ξ)), we see ψα ∈ K(ξ) for odd N(α) and 1

η
ψα ∈ K(ξ) for

even N(α). However they are regular outside of {O }. Hence we see they are
polynomials of ξ . The assertions on degree follows from ordO ξ = −2.

Lemma 3.5. Let α and β be non-zero unbiased elements of OF . Then

ψαβ = (ψα ◦ [β]) · ψN(α)
β .
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Proof. Since char(K) = 0, every endomorphism is separable, hence un-
ramified (Silverman [10, III.4.10(c)]). By a straightforward computation, we
see div ψαβ = div

(
(ψα ◦ [β]) · ψN(α)

β

)
. Indeed,

div ψαβ =
∑

P∈Ker[α]◦[β]

[P ] − N(αβ)[O ]

= [β]∗
( ∑

P∈Ker[α]

[P ]

)
− N(αβ)[O ]

= [β]∗(div ψα + N(α)[O ]) − N(α)N(β)[O ]

= div([β]∗ψα) + N(α)

( ∑
P∈Ker[β]

[P ]

)
− N(α)N(β)[O ]

= div(ψα ◦ [β]) + N(α) div ψβ.

Thus there exists a constant c ∈ K× satisfying ψαβ = c(ψα ◦ [β]) ·ψN(α)
β . By

definition,
ψαβ = (−1)N(αβ)−1αβτ−N(α)+1 + · · ·

while
ψα = (−1)N(α)−1ατ−N(α)+1 + · · ·

ψα ◦ [β] = (−1)N(α)−1α(βτ + · · ·)−N(α)+1

= (−1)N(α)−1αβ−N(α)+1τ−N(α)+1 + · · ·
ψ

N(α)
β = ((−1)N(β)−1βτ−N(β)+1 + · · ·)N(α)

= (−1)N(αβ)−N(α)βN(α)τ−N(αβ)+N(α) + · · · .
Hence c = 1.

The proof of the next proposition is more or less the same as the proof for the
ordinal division polynomials and is already outlined in Cassels [3, Formulary].
However, in case that α and β ∈ OF satisfies 〈α + β〉F + 〈α − β〉F �= OF ,
the function ψα+βψα−β have a double pole. We need to handle (at least) this
case separately, which is omitted in [3].

Proposition 3.6. Let α and β be non-zero elements of OF such that α +β

and α − β are unbiased. Then

ξ ◦ [α] − ξ ◦ [β] = −ψα+βψα−β

ψ̃αψ̃β

.
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Proof. The assertion is obvious in case of α = ±β. Assume α �= β and
α �= −β and consider the function ϕ defined by

ϕ := (ξ ◦ [α] − ξ ◦ [β])
ψ̃αψ̃β

ψα+βψα−β

.

We show that ϕ has no pole. It is expanded as

((α−2 − β−2)τ−2 + · · ·)(α2τ−2N(α)+2 + · · ·)(β2τ−2N(β)+2 + · · ·)
((−1)N(α+β)−1(α + β)τ−N(α+β)+1 + · · ·)

· ((−1)N(α−β)−1(α − β)τ−N(α−β)+1 + · · ·)
at the point at infinity. Noting

(3.3) N(α + β) + N(α − β) = 2N(α) + 2N(β),

we see that ϕ is expanded as

(3.4) ϕ = −1 + O(τ)

at O . ForP ∈ E[α]−E[β], we have ordP (ξ ◦[α]−ξ ◦[β]) = −2, ordP (ψ̃α) =
2, ordP (ψ̃β) = 0, ordP (ψα+β) = ordP (ψα−β) = 0. Thus ordP ϕ = 0. The
similar argument applies for P ∈ E[β] − E[α]. Let P ∈ E[α] ∩ E[β] − {O }
and let VP be the translation by P map (i.e. VP (A) = P + A). Observe

ξ ◦ [α] ◦ V−P = α−2(τ ◦ V−P )
−2 + · · · .

But τ ◦V−P is a local parameter at P and [α] ◦V−P = [α]. The same formula
holds for β. Using α �= ±β, we see ordP (ξ ◦ [α]−ξ ◦ [β]) = −2. On the other
hand, ordP (ψ̃α) = 2, ordP (ψ̃β) = 2, ordP (ψα+β) = 1 and ordP (ψα−β) = 1.
Hence ordP ϕ = 0.

Now we consider a possible pole of ϕ outside of E[α] ∪ E[β]. It comes
from ψα+βψα−β , hence it lies in E[α+β]∪E[α−β]−{O }. We consider three
sub-cases. In case P ∈ E[α + β] − E[α − β], we have [α](P ) = −[β](P ),
which implies ξ([α](P )) = ξ([β](P )). By definition, ordP ψα+β = 1 and
ordP ψα−β = 0. Hence ordP ϕ ≥ 0. The same is true for P ∈ E[α − β] −
E[α + β]. Finally, assume P ∈ E[α + β] ∩ E[α − β] and P �= O . By
the former condition, 2[α](P ) = O and 2[β](P ) = O . However, we have
assumed [α](P ) �= O and [β](P ) �= O . Thus [α](P ) and [β](P ) are non-
trivial 2-torsion points of E. Since

ξ([α](A − P)) = ξ(−[α](A − P)) = ξ([α](−A) + [α](P ))

= ξ([α](−A) − [α](P )) = ξ([α](−A − P))
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for allA ∈ E, we see that ξ◦[α]◦V−P is an even function and that the expansion
of ξ◦[α] atP with respect to the local parameter τ ◦V−P consists of even degree
terms. The same holds for [β]. Therefore, ξ([α](P )) = ξ([β](P )) means
ordP (ξ ◦ [α] − ξ ◦ [β]) ≥ 2. On the other hand, ordP ψα+β = ordP ψα−β = 1.
Consequently, ordP ϕ ≥ 0.

Since ϕ has no poll at all, it is a constant function and its value is −1 by
(3.4). This completes the proof.

Corollary 3.7. Let α, β, γ be elements of OF such that α ± β, β ± γ ,
γ ± α are unbiased. Then

ψ̃βψα+γ ψα−γ − ψ̃αψβ+γ ψβ−γ = ψα+βψα−βψ̃γ .

Proof. Again, the assertion is trivial for αβγ = 0. Otherwise, this follows
from Proposition 3.6 and the identity (ξ ◦ [α]− ξ ◦ [γ ])− (ξ ◦ [β]− ξ ◦ [γ ]) =
ξ ◦ [α] − ξ ◦ [β].

Let ω be as in (2.2). For α ∈ F , we put

(3.5) ‖α‖ := max(|s|, |t |)
where s, t ∈ Q are uniquely determined by α = s + tω.

Proposition 3.8. Letα ∈ OF be unbiased. Then, there exist seven unbiased
elementsβ1, . . . , β6 ∈ OF , δ ∈ {1, 2, ω, 1+ω, 1−ω, 1+2ω} and t ∈ {0, 1, 3}
satisfying the following conditions:

(1) ψα = (ψ2
β1
ψβ2ψβ3 − ψ2

β4
ψβ5ψβ6)/ψ

t
δ

(2) ‖βi‖ ≤ 1
2‖α‖ + 2 for all i

Explicitly, the following formulas holds for u ∈ OF : In case of d ≡ 3 mod 4,

(3.6)

ψ2u = ψu(ψ
2
u−1ψu+2 − ψ2

u+1ψu−2)/ψ2,

ψ2u+1 = ψ3
uψu+2 − ψ3

u+1ψu−1,

ψ2u+ω = (ψ3
uψu+2ω − ψ3

u+ωψu−ω)/ψ
3
ω,

ψ2u+1+ω = (ψ3
uψu+2+2ω − ψ3

u+1+ωψu−1−ω)/ψ
3
1+ω.

Let u = m + nω with m, n ∈ Z. In case of d ≡ 7 mod 8,
(3.7)

ψ2u = ψu(ψ
2
u−1ψu+2 − ψ2

u+1ψu−2)/ψ2 (n : even),

ψ2u = (ψ2
u−ωψu+1+ωψu−1+ω − ψ2

u+ωψu+1−ωψu−1−ω)/ψ2ω (n : odd),

ψ2u+1 = ψ3
uψu+2 − ψ3

u+1ψu−1 (n : even),

ψ2u+1 = (ψ2
u−ωψu+2+ωψu+ω − ψ2

u+1+ωψu+1−ωψu−1−ω)/ψ1+2ω (n : odd).
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In case of d ≡ 1 mod 4, in addition to (3.7), we have
(3.8)
ψ2u+ω = (ψ3

uψu+2ω − ψ3
u+ωψu−ω)/ψ

3
ω (m : even),

ψ2u+ω = (ψ2
u−1ψu+1+2ωψu+1 − ψ2

u+1+ωψu−1+ωψu−1−ω)/ψ
3
ω (m : odd).

Similarly, in case of d ≡ 2 mod 4, we have (3.7) and
(3.9)

ψ2u+1+ω = (ψ3
uψu+2+2ω − ψ3

u+1+ωψu−1−ω)/ψ
3
1+ω (m ≡ n mod 2),

ψ2u+1+ω = (ψ3
u+ωψu+2−ω − ψ3

u+1ψu−1+2ω)/ψ
3
1−ω (m �≡ n mod 2).

Proof. Recurrence formulas (3.6)–(3.9) are immediate consequence of Co-
rollary 3.7, which implies the existence of β1, . . . , β6, δ and t . Unbiasedness
of β1, . . . , β6 and δ follows from Corollary 2.8. Finally, the assertion (2) is a
consequence of the inequality

‖x + y‖ ≤ 1

2
‖2x + z‖ +

∥∥∥y − z

2

∥∥∥
for any x, y, z ∈ F .

4. Integrality of Division Polynomials

Let T be an indeterminate. For an unbiased element α ∈ OF , define 6α(T ) ∈
K[T ] by

ψα = 6α(ξ) (NF/Q(α) is odd),

1

η
ψα = 6α(ξ) (NF/Q(α) is even).

In this section, we prove that 6α ∈ OK [T ]. For a nonzero ideal � of OF , we
put

7�(T ) :=
∏

P∈E[�]−{O }
(T − ξ(P )).

As before, we write 7〈α〉F as 7α for α ∈ OF . Note

(4.1) div 7�(ξ) = 2

( ∑
P∈E[�]

[P ] − N(�)[O ]

)

and hence

(4.2) 7α(T ) =
{

α−26α(T )2 (NF/Q(α) is odd),

α−2C(T )6α(T )2 (NF/Q(α) is even).
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Here, C(T ) := T 3 + aT + b with a, b defined in (1.2). Let � be a prime ideal
of OK lying above a prime ideal � of OF . Recall that �-adic valuation has the
standard extension to K(T ) in the sense of Zariski and Samuel[13, §IV.13],
namely,

ord�

( n∑
i=0

αiT
i

)
:= min

0≤i≤n
ord� αi

on K[T ]. In order to prove 6α(T ) ∈ OK [T ], it is suffice to prove

ord� 7α(T ) ≥ −2 ord� α

for any prime ideal �. The fact that #E[m] = m2 for m ∈ N cause a difficulty
to the proof of the above formula. Let A be an torsion point of E of order pm.
Then, as is well known (see e.g. Silverman [10, Th. VII.3.4]),

(4.3) ord� ξ(A) ≥ −2
ord� p

pm − pm−1
.

This inequality implies, for example,

ord� 7p(T ) ≥ −2
p2 − 1

p − 1
ord� p

which is insufficient for our purpose. This problem might be solved by the
sharper inequality obtained by Oshikawa [9, Th. 4] with fine arguments on
hight of the formal group associated the reduction of E at � (including bad
reductions). Here we employ an another method. We utilize the fact that
6n(T ) ∈ OK [T ] for n ∈ N. (This is well known. See e.g. Silverman [10,
Exercise 3.7]. Recall that in (1.2), we assumed that a and b are algebraic
integers.)

For a prime ideal � of the Dedekind domain R and a non-zero ideal � of a
subring of R, we denote by ord� � the largest integer e such that �e divides R�.

Lemma 4.1. Let � be a prime ideal of OF and � a prime ideal of OK lying
above �. Let � be an ideal of OF and put e := ord� �. Then, ord� 7�(T ) =
ord� 7�e (T ).

Proof. There exists an ideal � of OF such that � = �e�. Recall E[�] =
E[�e] ⊕ E[�] by Lemma 2.4. Thus

(4.4) ord� 7�(T ) =
∑

P∈E[�e],Q∈E[�]
P �=O or Q�=O

ord�(T − ξ(P + Q))
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We show ord� ξ(P +Q) ≥ 0 for Q �= O . Let u ∈ � − �. Put A := P +Q and
assume ord� ξ(A) < 0. Hence, A belongs to the group of points of the formal
group associated to E over the �-adic completion of K at �. Let r ∈ �e be
arbitrary. Since End(E) is commutative, [u][r]A = [u][r]P + [r][u]Q = O .
However, u is a �-adic unit and thus [r]A = O . This implies A ∈ E[�e].
Hence, Q = P − A ∈ E[�e], which contradicts to Q �= O by Lemma 2.4.
Therefore, ord�(T − ξ(P + Q)) = 0 for Q �= O and the right hand side of
(4.4) is ∑

P∈E[�e]−{O }
ord�(T − ξ(P )) = ord� 7�e (T ).

Proposition 4.2. Let � be a non-zero ideal of OF . Then, ord� 7�(T ) ≥
−2 ord� � for a prime ideal � of OK .

Proof. Put � := OF ∩ � and e := ord� �. Let p be the prime number
belonging to �. By the preceding lemma, we have only to prove

(4.5) ord� 7�e (T ) ≥ −2e ord� �.

We consider three cases:
In case that p splits: we have ord� � = ord� p and E[�e] ∼= Z/peZ. For

1 ≤ m ≤ e, there are exactly pm − pm−1 points in E[�e] whose order is pm.
By (4.3),

ord� 7�e (T ) =
∑

P∈E[�e]−{O }
min(0, ord� ξ(P ))

≥
e∑

m=1

(pm − pm−1)
−2 ord� p

pm − pm−1
= −2e ord� �.

In case that p remains prime: Noting (4.2) and 6pe(T ) ∈ OK [T ], we have

ord� 7�e (T ) = −2 ord� pe + 2 ord� 6pe(T ) ≥ −2e ord� �.

In case that p ramifies: Assume first that e is even. Then, �e = 〈pe/2〉F and
assertion follows the same argument as above. Let e be odd. In case of e = 1,
we have E[�] ∼= Z/pZ and (4.5) holds by the same reason as the split case.
Now assume e ≥ 3 and put n := (e − 1)/2 and q := pn. As is well known
ξ ◦ [q] = ξ − ψq+1ψq−1/ψ

2
q (which can also be proved by Proposition 3.6).

Then, by a similar proof to Lemma 3.5, we have

7�e (ξ) = q2(p−1)7�(ξ ◦ [q])7q(ξ)
p = q−27�(ξψ

2
q − ψq−1ψq+1)ψ

2
q .
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Thus,

7�e (T ) =
{

q−27�(Gq(T ))6q(T )2 (p �= 2),

q−27�(Gq(T ))C(T )6q(T )2 (p = 2),

where

Gq(T ) :=
{

T6q(T )2 − C(T )6q−1(T )6q+1(T ) (p �= 2),

T C(T )6q(T )2 − 6q−1(T )6q+1(T ) (p = 2).

Because 6i(T ) ∈ OK [T ] for any i ∈ N, the polynomial Gq(T ) also belongs
to OK [T ]. Thus,

ord� 7�e (T ) ≥ −2 ord� q + ord� 7�(T ) = −2e ord� �.

Corollary 4.3. Let α ∈ OF be unbiased. Then 6α(T ) ∈ OK [T ] and
ψα ∈ OK [ξ, η].

5. Space Complexity for Polynomial Arithmetic Operations

We estimate space complexities for arithmetic operations on OK [T ] where T

is an indeterminate. Estimates for additions, subtractions and multiplication
are simple. However, divisions give rise to a difficulty. For an integer n and
its divisor m, the bit size of the quotient n/m is not greater than that of n.
Such a property does not holds for OK [T ]. In order to clarify an obstacle, let
us consider the integer ring Z[

√
2 ] of the real quadratic field Q(

√
2 ). Then,√

2 − 1 is a unit and (
√

2 − 1)n divides 1 for any n ∈ N. But bit size of
1/(

√
2 − 1)n is, in any sense, unbounded as n tends to infinity because finitely

many bits can represent finitely many elements in Z[
√

2 ]. This suggests that
we need to utilize the fact that F is an imaginary quadratic field in order to
bound the space complexity. Our method is based on the fact that the bit size
of α ∈ OK is not that different from LK(α) := maxi log2 NF/Q(ai) where
α = ∑

i aiθ
i with K = F(θ).

First we note a technical lemma whose proof is given inAppendix. Although
it looks like an abstract nonsense, such an abstraction is necessary because it
is used twice in subsequent proofs with different coefficient rings. Let R be
an integral domain. For polynomials f and g ∈ R[T ] we denote by quo(f, g)
(resp. rem(f, g)) the quotient (resp. remainder) of the division f/g in k[T ]
where k is the field of fractions of R.

Lemma 5.1. Let R be an integral domain. Let L ∈ Map(R,R ∪ {−∞}) be
a map satisfying the following conditions.

(5.1) L(0) = −∞.
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(5.2) There exists a constant c1 ≥ 0 such that L(α±β) ≤ max(L(α), L(β))+
c1 for all α, β ∈ R.

(5.3) There exists a constant c2 ≥ 0 such that L(αβ) ≤ L(α)+L(β)+ c2 for
all α, β ∈ R.

For such a map L, we define L̃ ∈ Map(R[T ],R ∪ {−∞}) by

(5.4) L̃

( n∑
i=0

aiT
i

)
:= max

0≤i≤n
L(ai).

Then, for polynomials f, g ∈ R[T ], the following inequalities hold.

(a) L̃(f ± g) ≤ max(L̃(f ), L̃(g)) + c1.

(b) L̃(fg) ≤ L̃(f ) + L̃(g) + c1 min(deg f, deg g) + c2.

(c) Assume g �= 0 and

(5.5) L(lc(g)α) ≥ L(α)

for all α ∈ R. Assume also quo(f, g) ∈ R[T ]. Put c3 := max(L̃(g) +
c1 + c2, 0) and δ := max(deg f − deg g,−1). Then, we have

(5.6) L̃(quo(f, g)) ≤ L̃(f ) + δc3

and

(5.7) L̃(rem(f, g)) ≤ L̃(f ) + (δ + 1)c3.

We now consider the computational complexity of arithmetic operations on
OK [T ]. Let ω be as in (2.2). Put ν := [K : F ] and take θ ∈ K satisfying
K = F(θ). Later, we require θ to be an element of OK , but for now θ is not
necessarily an algebraic integer. Let H be the monic minimal polynomial of
θ over F . It is important to construct K as a simple extension over F , not that
over Q. Define LF ∈ Map(F,R ∪ {−∞}) and LK ∈ Map(K,R ∪ {−∞}) by

LF (α) :=
{ log2 NF/Q(α) (α �= 0)

−∞ (α = 0)

and

LK

(ν−1∑
i=0

aiθ
i

)
:= max

0≤i<ν
LF (ai),

respectively. Let L̃F be the extension of LF to F [T ] as was done in (5.4).
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Theorem 5.2. For α, β ∈ K and c ∈ F , we have

LK(cα) = LF (c) + LK(α),

LK(α + β) ≤ max(LK(α), LK(β)) + 2,

LK(αβ) ≤ LK(α) + LK(β) + (ν − 1)(L̃F (H) + 4).

Proof. Put P := {f ∈ F [T ] : deg(f ) < ν}. Determine A and B ∈
PF by α = A(θ) and β = B(θ), respectively. By definition, LK(α) =
L̃F (A) and LK(β) = L̃F (B). Since T is mapped to θ by the map F [T ] →
F [T ]/〈H 〉F [T ]

∼= K , we have LK(α + β) = L̃F (A + B), LK(αβ) =
L̃F (rem(AB,H)) and LK(cα) = L̃F (cA). On the other hand, it is obvious
that LF satisfies (5.1) and (5.3) with c2 = 0. By (3.3), we have

LF (α + β) ≤ max(LF (α), LF (β)) + 2

for α, β ∈ F , which shows that LF satisfies (5.2) with c1 = 2. Hence
Lemma 5.1 is applicable to LF and the first two assertions are proved. Since
H is monic, the condition (5.5) for L = LF and g = H is clearly satisfied.
Thus, the last assertion follows from Lemma 5.1.

Corollary 5.3. Let L̃K ∈ Map(K[T ],R∪{−∞}) be the extension of LK

as in (5.4).

(a) There exists a constant c4 > 0 such that L̃K(f + g) ≤ max(L̃K(f ),

L̃K(g)) + c4 for all f, g ∈ K[T ].

(b) There exists a constant c5 > 0 such that L̃K(fg) ≤ L̃K(f ) + L̃K(g) +
(min(deg f, deg g) + 1)c5 for all f, g ∈ K[T ].

(c) Let g ∈ K[T ] and assume lc(g) ∈ OF . Then, there exist a constant
c6 > 0 (depending on g) such that L̃K(quo(f, g)) ≤ L̃K(f ) + δc6 and
that L̃K(rem(f, g)) ≤ L̃K(f ) + (δ + 1)c6 for all f ∈ K[T ] where
δ := max(deg f − deg g,−1).

Proof. The corollary is an immediate consequence of Lemma 5.1 and
Theorem 5.2.

From now on, we assume θ ∈ OK and put D := [OK : OF [θ ]]. We
representα ∈ OK as a ν-tuple (α0, . . . , αν−1) ∈ Oν

F whereα = ∑ν−1
i=0 αiθ

i/D.
Each u ∈ OF is represented as a pair of integers (m, n) determined by u =
m+nω where ω is defined as (2.2). On the other hand, we put SF (m+nω) :=
log2(max(|m|, 1)) + log2(max(|n|, 1)) + 6 and SK(α) := ∑ν−1

i=0 SF (αi). The
value SF (u) is considered to be the bit size to store u ∈ OF (not including
length of m and n) by the data structure described as above.
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Theorem 5.4. There exist constants c7 > 0 and c8 > 0 satisfying

1

2
LK(α) − c7 ≤ SK(α) ≤ νLK(α) + c8

for all non-zero α ∈ OK .

Proof. Let u := m + nω with m, n ∈ Z and α := ∑ν−1
i=0 αiθ

i/D with
αi ∈ OF . Apparently, NF/Q(u) ≤ (d + 3)max(m2, n2). Hence, there is a
constant c9 such that log2 NF/Q(u) ≤ c9 + 2SF (u) for all u ∈ OF . Thus,

LK(Dα) = max
0≤i<ν

LF (αi) ≤ c9 + 2 max
0≤i<ν

SF (αi) ≤ c9 + 2SK(α).

The left hand side is not less than LK(α) since D ∈ N. Conversely, m2 ≤
4
3NF/Q(u) and n2 ≤ 4

3NF/Q(u). These are obvious for d �≡ 3 mod 4 (recall
F = Q(

√−d)). In case of d ≡ 3 mod 4, they follow from

NF/Q(m + nω) =
(
m − n

2

)2

+ d

4
n2 = d + 1

4

(
n − 2

d + 1
m

)2

+ d

d + 1
m2.

and d ≥ 3. Hence, there exists a constant c10 such that SF (u) ≤ LF (u) + c10

for all u ∈ OF − {0}. We have LF (αi) ≤ LK(α) + log2 D for all 0 ≤ i < ν.
Thus,

SK(α) ≤
∑
αi �=0

(LF (αi) + c10) + 6#{i : αi = 0}

≤ ν
(
LK(α) + log2 D + c10 + 6

)
.

This concludes the proof.

Using the above results, we have, for example, SK(αβ) ≤ 2ν(SK(α) +
SK(β)) + O(1) for α, β ∈ OK − {0}. However, this is insufficient for our
purpose. In the next section, we work with LK as much as possible and use
Theorem 5.4 only once during the proof on a space complexity.

6. Complexity to Compute Generalized Division Polynomials

We give time and space complexities to compute6α(T ) as ‖α‖ tends to infinity.
Recall that E is a fixed elliptic curve Y 2 = C(X) where C(T ) = T 3 +
aT + b (cf. (1.2)). We keep notation in the previous sections. For f (T ) :=∑n

i=0 αiT
i ∈ OK [T ], we put σ(f ) := max0≤i<n SK(αi). Throughout this

section, let µ be a constant such that the number of bit operations to multiply
two n bit integers is O(nµ) and that the number of arithmetic operations of a
coefficient ring to multiply two polynomials of degree less than n is O(nµ). In
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what follows, c11, c12, . . . stand for suitable positive constants depending only
on E.

First, we convert recurrence formulas (3.6)–(3.9) in terms of 6u’s and C,
i.e. polynomials of one variable. The result is as follows. Let u = m+nω with
m, n ∈ Z. In case of d ≡ 3 mod 4,

(6.1) 62u =
{

6u(6
2
u−16u+2 − 62

u+16u−2)/2C (n : odd),

6u(6
2
u−16u+2 − 62

u+16u−2)/2 (n : even),

(6.2) 62u+1 =




63
u6u+2 − 63

u+16u−1, (n : odd),

C263
u6u+2 − 63

u+16u−1, (m : even, n : even),

63
u6u+2 − C263

u+16u−1, (m : odd, n : even),

(6.3) 62u+ω =




(63
u6u+2ω − 63

u+ω6u−ω)/6
3
ω, (m : odd),

(C263
u6u+2ω − 63

u+ω6u−ω)/6
3
ω, (m : even, n : even),

(63
u6u+2ω − C263

u+ω6u−ω)/6
3
ω, (m : even, n : odd),

(6.4) 62u+1+ω =




63
u6u+2+2ω−63

u+1+ω6u−1−ω

63
1+ω

(m �≡ n mod 2),

C263
u6u+2+2ω−63

u+1+ω6u−1−ω

63
1+ω

(m ≡ n ≡ 0 mod 2),

63
u6u+2+2ω−C263

u+1+ω6u−1−ω

63
1+ω

(m ≡ n ≡ 1 mod 2).

In case of d ≡ 7 mod 8, recurrence formulas are

(6.5) 62u =




6u(6
2
u−16u+2−62

u+16u−2)

2
(n : even),

62
u−ω6u+1+ω6u−1+ω−62

u+ω6u+1−ω6u−1−ω

62ω
(n : odd),

(6.6) 62u+1 =




C263
u6u+2 − 63

u+16u−1, (m : even, n : even),

63
u6u+2 − C263

u+16u−1, (m : odd, n : even),

C262
u−ω6u+2+ω6u+ω−62

u+1+ω6u+1−ω6u−1−ω

61+2ω
(m : even, n : odd),

62
u−ω6u+2+ω6u+ω−C262

u+1+ω6u+1−ω6u−1−ω

61+2ω
(m : odd, n : odd).
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In case of d ≡ 1 mod 4, in addition to (6.5) and (6.6), we use

(6.7) 62u+ω =




C263
u6u+2ω−63

u+ω6u−ω

63
ω

(m : even, n : even),

63
u6u+2ω−C263

u+ω6u−ω

63
ω

(m : even, n : odd),

C262
u−16u+1+2ω6u+1−62

u+1+ω6u−1+ω6u−1−ω

63
ω

(m : odd, n : even),

62
u−16u+1+2ω6u+1−C262

u+1+ω6u−1+ω6u−1−ω

63
ω

(m : odd, n : odd).

Similarly, in case of d ≡ 2 mod 4, we use (6.5) and (6.6) and

(6.8) 62u+1+ω =




C263
u6u+2+2ω−63

u+1+ω6u−1−ω

63
1+ω

(m ≡ n ≡ 0 mod 2),

63
u6u+2+2ω−C263

u+1+ω6u−1−ω

63
1+ω

(m ≡ n ≡ 1 mod 2),

C263
u+ω6u+2−ω−63

u+16u−1+2ω

63
1−ω

(m : even, n : odd),

63
u+ω6u+2−ω−C263

u+16u−1+2ω

63
1−ω

(m : odd, n : even).

For completeness, we present an algorithm to compute 6u.

Algorithm 6.1.
Input: unbiased α ∈ OF , a, b ∈ OK , square free d ∈ N.
Output: 6α

Procedure:
1: if (‖α‖ ≤ 4) {
2: if (6α is not yet computed) {
3: compute 6α by Stark’s method (or its variant) and store it
4: }
5: return 6α;
6: }
7: compute 6α by one of suitable formulas (6.1)–(6.8) (recursive call)
8: return 6α;

Remark 6.2. Since 6−α = −6α , without loss of generality, we can restrict
α to have non-negative real part. In practice, we have better to use a recurrence
formula to compute 64±4ω and 64±3ω (if 4 ± 3ω is unbiased).

In the rest of this section, we analyze computational complexities of Al-
gorithm 6.1. Since we store 6α only for ‖α‖ ≤ 4, the asymptotic space com-
plexity is bounded byO(NF/Q(α)σ (6α)). Once its space complexity is known,
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we can estimate time complexities for multiplications needed in evaluation of
recurrence formulas. In order to evaluate whole complexity of Algorithm 6.1,
we need a growth rate estimate concerning such an algorithm containing re-
cursive call. This is a variant of Aho, Ullman, Hopcroft [2, Theorem 2.1]. The
proof will be given in Appendix.

Lemma 6.3. Let a > 0, b > 0, c ≥ 0, d ≥ 0 be real numbers and let
k ≥ 2, l ≥ 0 be integers. Let γ ∈ Map(N,R>0) is a monotone non decreasing
function and assume γ satisfies

(6.9) γ (n) ≤ aγ
([n

k

]
+ l

)
+ bnc(log n)d

for all n ≥ M1 with a constant M1 ≥ 1. Then,

γ (n) =




O(nlogk a(log n)d) (a > kc),

O(nc(log n)d+1) (a = kc),

O(nc(log n)d) (0 < a < kc).

Now we can prove our main results.

Theorem 6.4. The following estimates hold as ‖α‖ tends to infinity:
L̃K(6α) = O(‖α‖2 log ‖α‖) and σ(6α) = O(‖α‖2 log ‖α‖).
Proof. For n ∈ N, define

(6.10) λ(n) := max‖α‖≤n
L̃K(6α)

where ‖·‖ is defined in (3.5). A generic form of recurrence formulas is

6α = (C2t162
β1
6β26β3 − C2t262

β4
6β56β6)/6

t
δ

where t1, t2 ∈ {0, 1} and β1, . . . , β6, δ, t are as in Proposition 3.8. Note there
are finitely many (pricisely six) possibilities for δ. Since lc(6δ) ∈ OF ,

L̃K(6α) ≤ L̃K(C2t162
β1
6β26β3 − C2t262

β4
6β56β6) + (NF/Q(α) + c11)c12

≤ max(L̃K(C2t162
β1
6β26β3), L̃K(C2t262

β4
6β56β6))

+ c13NF/Q(α) + c14

≤ max(2L̃K(6β1) + L̃K(6β2) + L̃K(β3),

2L̃K(6β4) + L̃K(6β5) + L̃K(6β6)) + c15NF/Q(α) + c16.
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Because of Proposition 3.8(2) and (6.10), we have L̃K(6βi
) ≤ λ

([ ‖α‖
2

] + 2
)

and hence

L̃K(6α) ≤ 4λ

([‖α‖
2

]
+ 2

)
+ c15NF/Q(α) + c16.

Apparently, NF/Q(α) ≤ (3 + d)‖α‖2. Since λ is a monotone non-decreasing
function,

L̃K(6α) ≤ 4λ
([n

2

]
+ 2

)
+ c17n

2 + c16

for all ‖α‖ ≤ n. Taking maximum for ‖α‖ ≤ n, we obtain

λ(n) ≤ 4λ
([n

2

]
+ 2

)
+ c17n

2 + c16.

Hence, λ(n) = O(n2 log n) by Lemma 6.3. Now assertion on L̃K is obvious
and that on σ follows from Theorem 5.4.

Remark 6.5. As for ordinal division polynomials, McKee [8] proved
σ(6n) = O(n2), which is better than our result by a factor of log n. It is
an open problem whether we can remove the log ‖α‖ factor from our result.

Theorem 6.6. Let Uα be the number of bit operations to compute 6α by
Algorithm 6.1. Then, Uα = O((‖α‖4 log ‖α‖)µ).
Proof. The proof is similar to the preceding theorem. Letting γ (n) :=

max‖α‖≤n
Uα , we obtain

Uα ≤ 6γ

([‖α‖
2

]
+ 2

)
+ O((NF/Q(α)σ (6α))

µ)

= 6γ

([‖α‖
2

]
+ 2

)
+ O((‖α‖ log ‖α‖)µ)

by Theorem 6.4. Thus γ (n) ≤ 6γ ([n/2] + 2)+O((n4 log n)µ). Since µ ≥ 1,
we have 24µ ≥ 6 regardless of a multiplication algorithm. Then Lemma 6.3
yields γ (n) = O((n4 log n)µ), which proves the theorem.

7. Appendix: proofs of technical lemmas

Here we present proofs of two technical lemmas for completeness. The proofs
are not difficult but highly computational.

Proof of Lemma 5.1. Put n := deg f and m := deg g. Assume f (T ) =∑n
i=0 fiT

i and g(T ) = ∑m
i=0 giT

i . For simplicity, we understand that gi = 0
for i < 0 or i > m.
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(a) This is obvious from (5.1) and (5.2).
(b) Note

L

( ν∑
i=1

ai

)
≤ max

1≤i≤ν
L(ai) + (ν − 1)c1

for ν ∈ N and a1, . . . , aν ∈ R. This follows from an induction on ν. Without
loss of generality, we may assume n ≤ m. Then,

L̃(fg) = max
0≤k≤m+n

L

( ∑
0≤i≤n

figk−i

)

≤ max
0≤k≤m+n

max
0≤i≤n

(L̃(fi) + L̃(gk−i ) + c2) + nc1,

from which the assertion follows.
(c) Put q := quo(f, g) and r := rem(f, g) for simplicity. We use induction

on δ. The assertion clearly holds for δ = −1, i.e., deg f < deg g. In case of
δ = 0, the condition q ∈ R[T ] implies that fn is a multiple of gm and that q is
a constant fn/gm. Hence L(fn) = L(gmq) ≥ L(q) by (5.5) and in particular
(5.6) holds. Then

L̃(r) = L̃(f − qg) = max
0≤i≤n−1

(L(fi − qgi−n+m))

≤ max
0≤i≤n−1

(max(L(fi), L(fn) + L(gi−n+m) + c2) + c1)

≤ L̃(f ) + L̃(g) + c1 + c2 ≤ L̃(f ) + c3.

Assume (5.6) and (5.7) are true in case δ < k for k ∈ N. Suppose δ = k. Put
f ′ := quo(f, T ) and q ′ := quo(q, T ). Then T (f ′−q ′g) = q0g+r−f0 where
q0 is the constant term of q. Hence q0g + r − f0 is divisible by T and we have
f ′ = q ′g + r ′ with r ′ := quo(q0g + r − f0, T ). Hence deg r ′ < deg g, which
implies r ′ = rem(f ′, g). Note f ′, q ′, r ′ ∈ R[T ]. Since deg f ′ − deg g =
δ − 1 < k, we have

(7.1) L̃(q ′) ≤ L̃(f ′) + (deg(q) − 1)c3

and

(7.2) L̃(r ′) ≤ L̃(f ′) + deg(q)c3

by the induction hypothesis. On the other hand, T r ′ + f0 = q0g + r implies

(7.3) L(q0) ≤ L̃(T r ′ + f0) = max(L̃(r ′), L(f0))
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and

(7.4) L̃(r) ≤ L̃(T r ′ + f0) + c3

by the induction hypothesis for δ ≤ 0. Now, (5.6) follows from (7.1)–(7.3).
Similarly, we have

L̃(r) ≤ max(L̃(r ′), L(f0)) + c3 ≤ max(L̃(f ′) + deg(q)c3, L(f0)) + c3

≤ L̃(f ) + (deg(q) + 1)c3.

Thus, all the assertions are proved.

ProofofLemma 6.3. Defineg∈ Map((1,∞),R) byg(t) := γ
([
t + kl

k−1

])
for t ≥ 1. We observe[

1

k

[
t + kl

k − 1

]]
+ l ≤

[
1

k

(
t + kl

k − 1

)
+ l

]
=

[
t

k
+ kl

k − 1

]
.

(Note that kl
k−1 is a solution x of the equation x = x

k
+ l.) Using non decreasing

property of γ and (6.9) we see

g(t) ≤ aγ

([
1

k

[
t + kl

k − 1

]]
+ l

)
+ b

[
t + kl

k − 1

]c (
log

[
t + kl

k − 1

])d

≤ aγ

([
t

k
+ kl

k − 1

])
+ b

(
t + kl

k − 1

)c (
log

(
t + kl

k − 1

))d

for t ≥ M1 − kl
k−1 . Hence, there exist positive constants M2 and M3 satisfying

g(t) ≤ ag

(
t

k

)
+ M2t

c(log t)d

for all t ≥ M3. Assume t ≥ kM3 and define M4 ∈ N by M3 ≤ tk−M4 < kM3,
or, explicitly M4 := [

logk
t

M3

]
. Then, for 0 ≤ i < M4, it holds that

aig

(
t

ki

)
≤ ai+1g

(
t

ki+1

)
+ aiM2

(
t

ki

)c (
log

(
t

ki

))d

.

Summing up this formula for 0 ≤ i < M4, we obtain

(7.5)

g(t) ≤ aM4g

(
t

kM4

)
+ t cM2(log t)d

M4−1∑
i=0

( a

kc

)i

≤
(

t

M3

)logk a

g(kM3) + t cM2(log t)d
M4−1∑
i=0

( a

kc

)i
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In case of a > kc, we have

M4−1∑
i=0

( a

kc

)i = k(ak−c)M4 − 1

ak−c − 1
≤

k(t/M3)
logk a

kc(logk (t/M3)−1) − 1

ak−c − 1
= O(t logk a−c)

and hence g(t) = O(t logk a(log t)d). In case of a = kc, the inequality (7.5)
clearly shows g(t) = O(tc(log t)d+1). In case of 0 < a < kc, the series∑∞

i=0

(
a
kc

)i
converges and therefore g(t) = O(tc(log t)d). The lemma follows

from γ (n) = g
(
n + kl

k−1

)
.
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