
MATH. SCAND. 93 (2003), 136–160

A DIXMIER’S THEOREM FOR FINITE TYPE
REPRESENTATIONS OF AMENABLE

SEMIGROUPS

THIERRY FACK

Abstract

Let S be an amenable locally compact semigroup. We give ergodic and spectral characterizations
of the finite type representations of S that are unitarizable.

Introduction

A well-known theorem of J. Dixmier (cf. [2]) asserts that any continuous and
uniformly bounded Hilbert space representation of a locally compact amenable
group is unitarizable. The aim of this paper is to investigate the same question
for finite type representations of amenable semigroups in Hilbert spaces. More
precisely, let π : S → B(H) be a continuous and finite type representation of
an amenable semigroup S in a Hilbert space H . We first prove, by using the so
called limit isometric semigroup approach, that π is unitarizable if and only if
it is uniformly bounded and bounded away from 0. Recall that a representation
π : S → B(H) is bounded away from 0 if, for any non zero x ∈ H , the closure
of the orbit O(x) = {π(s)x | s ∈ S} of x doesn’t contain the zero vector.
Then, by using various results on generalized s-numbers for von Neumann
algebras (cf. [6]), we show that π is bounded away from 0 if and only if it is
unimodular, i.e. Sp π(s) ⊂ S1 for any s ∈ S. Counterexamples show that these
characterizations fail if we don’t assume π of finite type. Our results give in
particular structure theorems for evolution semigroups in finite von Neumann
algebras, which are natural objects to study, but it is important to stress that
the class of semigroups considered here also includes many interesting non
commutative examples.

This paper is organized as follows: in a first section, we fix the notations.
In section 2, we adapt the limit isometric approach used to discuss the unitar-
izability of the representations of an amenable group to the case of amenable
semigroups. When the semigroup representation π : S → B(H) is of finite
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type, this leads to introduce two operators:

Rπ =
∫

π(s)∗π(s) and Lπ =
∫

π(s)π(s)∗

that we characterize geometrically. In section 3, we first use Rπ and Lπ to get
a decomposition theorem for contractive semigroup representations, which
may be viewed as a generalization of the Glicksberg-DeLeeuw decomposition
for finite dimensional semigroup representations (cf. [9]). Then we prove that
the unitarizability of a bounded finite type representation π : S → B(H) is
equivalent to the injectivity of Rπ , an ergodic condition that is equivalent to the
boundedness ofπ away from zero. Finally, by using rearrangement inequalities
in von Neuman algebras, we prove in section 4 that the boundedness of π away
from zero is equivalent to the unimodularity of π , which is a spectral condition.

We would like to thank professors Ben De Pagter and Jan van Neerven from
Delft University for several valuable discussions on this paper.

1. Notations

1.1. Semigroups

A locally compact semigroup will be a locally compact Hausdorff space S with
an associative and separately continuous multiplication law (s, t) ∈ S × S →
st ∈ S. We shall denote by Cb(S) the C∗-algebra of all bounded continuous
complex functions on S. For any f ∈ Cb(S) and any s ∈ S, let sf (resp.
fs) be the bounded continuous function defined on S by sf (t) = f (st) (resp.
fs(t) = f (ts)) for any t ∈ S. A right (resp. left) invariant mean on S is by
definition a state m on Cb(S) such that

m(f ) = m(fs) (resp. m(f ) = m(sf ))

for any f ∈ Cb(S) and any s ∈ S. A locally compact semigroup S will
be called amenable if there exists a right invariant mean and a left invariant
mean on S. By [11], any (discrete) abelian semigroup is amenable. For more
information on amenable semigroups and interesting examples of non abelian
such semigroups, we refer to [10] and [1].

1.2. Representations

Let S be a locally compact semigroup. A continuous representation of S will
be a map s ∈ S → π(s) ∈ B(H) from S to the algebra B(H) of all bounded
operators in a Hilbert spaceH , such thatπ(ts) = π(t)π(s) for any t, s ∈ S, and
that is continuous for the strong operator topology on B(H). A representation
π will be called uniformly bounded if sups∈S ‖π(s)‖ < +∞. If π(s) is unitary
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(resp. Sp π(s) ⊂ S1) for any s ∈ S, the representation π will be called unitary
(resp. unimodular). Finally, a representation π will be said unitarizable if there
exists a bounded invertible operator V ∈ GL(H) such that s → V −1π(s)V is
a unitary representation.

For any continuous representation s ∈ S → π(s) ∈ B(H) of a locally
compact semigroup S, we shall denote by W ∗(π) the von Neumann subalgebra
ofB(H) generated by theπ(s), s ∈ S. The representationπ will be called finite
type if W ∗(π) is a finite von Neumann algebra (see [3] for more information
on finite von Neumann algebras). As in Dixmier’s book [3], we shall denote
by Z(M) the center of the von Neumann algebra M and, when M is finite,
by T ∈ M → T # ∈ Z(M) its canonical central trace, which is a positive
ultraweakly continuous map satisfying:

(T S)# = (ST )# for any T , S ∈ M.

For more information on the asymptotic behavior of evolution semigroups, we
refer to van Neerven’s book [12], which contains a nice introduction to the
limit isometric semigroup approach.

1.3. Generalized s-numbers

Let M be a semi-finite von Neumann algebra acting on a Hilbert space H ,
and τ a semi-finite trace on M . For any T ∈ M , let t → µt(T ) be the non
increasing rearrangement of T with respect to τ (cf. [6], [7], [8]), which is
defined by:

µt(T ) = inf{‖T E‖ ;E is a projection in M with τ(1 − E) ≤ t}.
Recall (cf. [6], proposition 4.3, p. 323) that we have:

∫ t

0
µs(T S)α ds ≤

∫ t

0
µs(T )αµs(S)α ds for any α > 0 and t > 0.

Note also (cf. [6], corollaire 4.2, p. 323) that the relation:
∫ t

0
ln µs(T ) ds ≤

∫ t

0
ln µs(S) ds for any t > 0,

implies
∫ t

0 f (µs(T )) ds ≤ ∫ t

0 f (µs(S)) ds (t > 0) for any non decreasing
continuous function f on [0,+∞[ such that t → f (exp(t)) is convex. The
reader will find a nice introduction to the s-numbers in [4].



a dixmier’s theorem for finite type representations of . . . 139

2. The limit isometric semigroup approach

2.1. Generalities

Let us briefly recall the limit isometric semigroup approach used by J. Dixmier
(cf. [2]) to prove that any Hilbert space representation of an amenable group
is unitarizable. Let π : G → B(H) be a uniformly bounded continuous
representation of a locally compact amenable group G in a Hilbert space H .
The existence of a right invariant mean mr on G allows to construct a new
inner product (x, y) → ((x|y)) on H making all the operators π(s) isometric.
More precisely, set for any x, y ∈ H :

((x|y)) = mr(g → 〈π(g)x|π(g)y〉),

where the right hand side makes sense since g → 〈π(g)x|π(g)y〉 is a bounded
continuous function. We thus define a positive sesquilinear form on H × H ,
which is continuous and satisfies:

((π(g)x|π(g)y)) = ((x|y)) for any x, y ∈ H and any g ∈ G.

It is easy to check that the new inner product (x, y) → ((x|y)) defines an
equivalent norm on H , and hence there exists a bounded invertible operator
V ∈ GL(H) such that g → V −1π(g)V is a unitary representation. From
the operator theory point of view, Dixmier’s approach may be summarized
as follows: the inner product (x, y) → ((x|y)) constructed from an invariant
mean on G gives rise to a positive operator T ∈ B(H) such that:

((x|y)) = 〈T x|y〉 for any x, y ∈ H,

and the relation:

((π(g)x|π(g)y)) = ((x|y)) for any x, y ∈ H

is equivalent to:

π(g)∗T π(g) = T for any g ∈ G.

The fact that the inner product (x, y) → ((x|y)) defines an equivalent norm on
H implies that T is invertible, a fact which allows to conjugate π to the unitary
group representation g → T 1/2π(g)T −1/2. We shall write symbolically T =∫

π(g)∗π(g) dmr(g). As we shall see now, a large part of this analysis easily
extends to the case of amenable semigroups.



140 thierry fack

2.2. The operators Rπ(X) and Lπ(X)

Let π : S → B(H) be a uniformly bounded continuous representation of a
locally compact amenable semigroup S in a Hilbert space H . Let mr (resp.
ml) be a right (resp. left) invariant mean for S. For any X ∈ B(H), define the
operators:

Rπ(X) =
∫

π(s)∗Xπ(s) dmr(s) ∈ B(H)

Lπ(X) =
∫

π(s)Xπ(s)∗ dml(s) ∈ B(H)

by the following formulas:

〈Rπ(X)x|y〉 = mr(s → 〈Xπ(s)x|π(s)y〉)
〈Lπ(X)x|y〉 = ml(s → 〈Xπ(s)∗x|π(s)∗y〉),

where x, y are arbitrary vectors in H . If X is positive, it is clear that Rπ(X)

and Lπ(X) are also positive. Moreover, since we have:

|〈Xπ(s)x|π(s)y〉| ≤ (‖X‖ sup
s∈S

‖π(s)‖2
)‖x‖‖y‖

|〈Xπ(s)∗x|π(s)∗y〉| ≤ (‖X‖ sup
s∈S

‖π(s)‖2
)‖x‖‖y‖

for any x, y ∈ H and s ∈ S, we get:

‖Rπ(X)‖ ≤ ‖X‖ sup
s∈S

‖π(s)‖2 and ‖Lπ(X)‖ ≤ ‖X‖ sup
s∈S

‖π(s)‖2.

Proposition 1. Let S be a locally compact amenable semigroup, and
π : S → B(H) a continuous and uniformly bounded representation of S in a
Hilbert space H . For any X ∈ B(H), the operators:

Rπ(X) =
∫

π(s)∗Xπ(s) dmr(s) and Lπ(X) =
∫

π(s)Xπ(s)∗ dml(s)

satisfy:

(i) π(s)∗Rπ(X)π(s) = Rπ(X) and π(s)Lπ(X)π(s)∗ = Lπ(X) for any
s ∈ S;

(ii) Rπ(X) (resp. Lπ(X)) belongs to the weakly closed convex hull of the
π(s)∗Xπ(s) (resp. of the π(s)Xπ(s)∗) where s ∈ S. In particular, if
X ∈ W ∗(π), both Rπ(X) and Lπ(X) belong to W ∗(π);

(iii) [Lπ(X)Rπ(X), π(s)] = 0 for any s ∈ S.
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Proof. (i) Follows immediately from the right (resp. left) invariance of mr

(resp. of ml).
(ii) Assume ad absurdio that Rπ(X) does not belong to the weakly closed

convex hull of {π(s)∗Xπ(s)|s ∈ S}. By Hahn-Banach’s theorem, there ex-
ists a weakly continuous form ϕ on B(H) and a real number a such that
Re[ϕ(π(s)∗Xπ(s))] ≤ a for any s ∈ S, and Re[ϕ(Rπ(X))] > a. By [3]
(théorème 1, p. 38), there exists x1, . . . , xn and y1, . . . , yn in H such that:

ϕ(T ) =
n∑

i=1

〈T xi |yi〉 for any T ∈ B(H).

Since the function s → f (s) = Re
∑n

i=1〈Xπ(s)yi |π(s)yi〉 is majorized by a,
we get:

Re[ϕ(Rπ(X))] = Re
n∑

i=1

〈Rπ(X)xi |yi〉

= Re
n∑

i=1

mr(s → 〈Xπ(s)xi |π(s)yi〉)

= mr(f ) ≤ a,

a contradiction. This proves that Rπ(X) belongs to the weakly closed convex
hull of {π(s)∗Xπ(s) | s ∈ S}. In the same way, we prove that Lπ(X) belongs
to the weakly closed convex hull of {π(s)Xπ(s)∗ | s ∈ S}.

(iii) For any s ∈ S, we get from (i):

Lπ(X)Rπ(X)π(s) = (π(s)Lπ(X)π(s)∗)Rπ(X)π(s)

= π(s)Lπ(X)(π(s)∗Rπ(X)π(s))

= π(s)Lπ(X)Rπ(X).

Proposition 2. Let S be a locally compact amenable semigroup and π :
S → B(H) a continuous and uniformly bounded representation of S in a
Hilbert space H . Set Rπ = ∫

π(s)∗π(s) dmr(s) and denote by u(s) ∈ W ∗(π)

the partial isometry in the polar decomposition of
√

Rπ π(s) (s ∈ S). We have:

(i)
√

Rπ π(s) = u(s)
√

Rπ for any s ∈ S;

(ii) u(s) is an isometry for any s ∈ S ⇔ Rπ is injective;

(iii) Ker(Rπ)= {x ∈H | the norm closure of {π(s)x |s ∈ S} contains zero}.
In particular, Rπ is injective if and only if π is bounded away from zero.
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Proof. (i) For any s ∈ S,we get by proposition 1(i):

∣∣√Rπ π(s)
∣∣ = √

π(s)∗Rππ(s) = √
Rπ,

and hence: √
Rπ π(s) = u(s)

∣∣√Rπ π(s)
∣∣ = u(s)

√
Rπ.

(ii) For any s ∈ S, we have:

Ker(u(s)) = Ker
(∣∣√Rπ π(s)

∣∣) = Ker
(√

Rπ

) = Ker(Rπ),

and the result follows.
(iii) If the closure of {π(s)x | s ∈ S} contains zero, there exists a sequence

(sn)n≥1 in S such that π(sn)x → 0 when n → +∞. Since we have:

〈Rπx|x〉 = |〈π(sn)
∗Rππ(sn)x|x〉| = |〈Rππ(sn)x|π(sn)x〉|

≤ ‖Rπ‖ · ‖π(sn)x‖2 → 0,

we get Rπx = 0. Conversely, if Rπx = 0, the closure of the set {π(s)x | s ∈ S}
contains zero because if not there exists a > 0 such that:

〈π(s)∗π(s)x|x〉 = ‖π(s)x‖2 ≥ a for any s ∈ S,

and hence 〈Xx|x〉 ≥ a for any X in the convex hull of {π(s)∗π(s) | s ∈
S}. Then, it follows from proposition 1(ii) that 〈Rπx|x〉 ≥ a, a fact which
contradicts the hypothesis Rπx = 0. Thus, we have:

Ker(Rπ) = {x ∈ H | the norm closure of {π(s)x|s ∈ S} contains zero},
and assertion (iii) follows.

Under the assumption of theorem 2, we prove similarly that:

Ker(Lπ) = {x ∈ H | the norm closure of {π(s)∗x | s ∈ S} contains zero},
where Lπ = ∫

π(s)π(s)∗ dml(s).
We deduce also from proposition 2 that u(s) is unitary for any s ∈ S when

π is bounded away from zero and π(s) is invertible for any s ∈ S. Indeed,
since Rπ is injective, the operators u(s) are isometries and the positive operator√

Rπ has dense range. We thus have Im
(√

Rπ π(s)
) = H , i.e. the final support

of the isometry u(s) is equal to one, a fact which proves that u(s) is unitary.
When π is finite type, the operators Rπ(X) and Lπ(X) share additional

properties that we shall study now.
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2.3. The finite type case

Let π : S → B(H) be a uniformly bounded continuous representation of a
locally compact amenable semigroup S in a Hilbert space H . Let us show that,
if π is finite type, the maps

X ∈ W ∗(π) → Rπ(X) ∈ W ∗(π) and X ∈ W ∗(π) → Lπ(X) ∈ W ∗(π)

are projections with simple geometric characterizations. In particular, they
won’t depend on the choice of a right (resp. left) invariant mean mr (resp. ml)
on S. This result is directly inspired by [10] (theorem 3.8.4, p. 85):

Theorem 1. Let S be a locally compact amenable semigroup and π : S →
B(H) a uniformly bounded continuous representation of S in the Hilbert space
H . Assume that π is finite type, and set:

Fπ = {X ∈ M | π(s)∗Xπ(s) = X for any s ∈ S},
Gπ = {X ∈ M | (XY)# = 0 for any Y ∈ M

such that π(s)Yπ(s)∗ = Y for any s ∈ S},
where M = W ∗(π) and X ∈ M → X# ∈ Z(M) is the central trace of M .
Then, we have:

(i) Fπ and Gπ are weakly closed linear subspaces of M such that:

M = Fπ ⊕ Gπ ;
(ii) The projection of X ∈ M onto Fπ parallel to Gπ is equal to Rπ(X);

(iii) For any X ∈ M , the intersection of the weakly closed convex hull of the
set {π(s)∗Xπ(s) | s ∈ S} with Fπ reduces to {Rπ(X)}.

Proof. (i) and (ii). It is clear that Fπ and Gπ are weakly closed linear
subspaces of M.Let us prove that Fπ ∩ Gπ = {0}. For any X ∈ Fπ ∩ Gπ , we
have (XX∗)# = (π(s)∗Xπ(s)X∗)# = (Xπ(s)X∗π(s)∗)# for any s ∈ S, and
hence:

(XX∗)# = (XY)#

for any Y in the convex hull of {π(s)X∗π∗(s) | s ∈ S}.
From proposition 1(ii), we deduce that (XX∗)# = (XLπ(X

∗))# = 0, and
hence X = 0. On the other hand, any X ∈ M decomposes as a sum

X = Rπ(X) + (X − Rπ(X)),

where Rπ(X) ∈ Fπ . Let us prove that X−Rπ(X) ∈ Gπ . For any Y ∈ M such
that π(s)Yπ(s)∗ = Y for any s ∈ S, we have:

(XY)# = (Xπ(s)Yπ(s)∗)# = (π(s)∗Xπ(s)Y )# for any s ∈ S,
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and hence:
(XY)# = (ZY )#

for any Z in the convex hull of {π(s)∗Xπ(s) | s ∈ S}.
By proposition 1(ii), we get (XY)# = (Rπ(X)Y )# and hence X−Rπ(X) ∈

Gπ . This proves (i) and (ii).
(iii) Let X ∈ M . We know by proposition 1 that the intersection of the

weakly closed convex hull of {π(s)∗Xπ(s) | s ∈ S} with Fπ contains Rπ(X).
Let Y be any element in this intersection. We have:

X = Y + (X − Y )

where Y ∈ Fπ . Let us show that X − Y ∈ Gπ . For any Z ∈ M such that

π(s)Zπ(s)∗ = Z for any s ∈ S,

we get as above (XZ)# = (T Z)# for any T in the weakly closed convex
hull of {π(s)∗Xπ(s) | s ∈ S}, and hence (XZ)# = (YZ)#. It follows that
X − Y ∈ Gπ , and Y = Rπ(X) by assertion (ii). The proof of (iii) is thus
complete.

Under the hypothesis of theorem 1, we can prove similarly that

F ′
π = {X ∈ M | π(s)Xπ(s)∗ = X for any s ∈ S}

and

G′
π = {X ∈ M | (XY)# = 0 for any Y ∈ M such that

π(s)∗Yπ(s) = Y for any s ∈ S}
are supplementary weakly closed linear subspaces of M = W ∗(π). Moreover,
the projection of X ∈ M onto F ′

π parallel to G′
π is equal to Lπ(X), and the

intersection of the weakly closed convex hull of {π(s)Xπ(s)∗ | s ∈ S} with
F ′

π reduces to {Lπ(X)}. It follows that, for any X ∈ M , the operators:

Rπ(X) =
∫

π(s)∗Xπ(s) dmr(s) ∈ M

and
Lπ(X) =

∫
π(s)Xπ(s)∗ dml(s) ∈ M

do not depend on the choice of the means mr and ml . We shall simply write
them:

Rπ(X) =
∫

π(s)∗Xπ(s) and Lπ(X) =
∫

π(s)Xπ(s)∗.
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When π is finite type and bounded away from zero, the partial isometries u(s)

in proposition 2 are in fact unitaries:

Proposition 3. Let S be a locally compact amenable semigroup, and
π : S → B(H) a continuous and uniformly bounded representation of S in a
Hilbert space H . Assume that π is finite type and set:

Rπ(X) =
∫

π(s)∗Xπ(s).

Then, the partial isometry u(s) ∈ W ∗(π) in the polar decomposition of√
Rπ π(s) is unitary for any s ∈ S if and only if π is bounded away from

zero. In that case, we have:
√

Rπ π(s) = u(s)
√

Rπ for any s ∈ S,

where Rπ is injective.

Proof. By proposition 2, we know that
√

Rπ π(s) = u(s)
√

Rπ for any
s ∈ S, where Rπ is injective if and only if π is bounded away from zero.
Since W ∗(π) is finite, the partial isometry u(s) is unitary if and only if it is an
isometry, i.e. if and only if Rπ is injective by proposition 2 again.

2.4. Evolution semigroups

For a bounded c0 semigroup (T (s))s≥0 of operators in a finite von Neumann
algebra, it is possible to give a more concrete description of the operators∫

T (s)∗XT (s) and
∫

T (s)XT (s)∗:

Proposition 4. Let (T (s))s≥0 be a bounded c0 semigroup of operators in
a finite von Neumann algebra M . Then, for any X ∈ M , the averages

1

t

∫ t

0
T (s)∗XT (s) ds

(
resp.

1

t

∫ t

0
T (s)XT (s)∗ ds

)

converge in the strong operator topology to
∫

T (s)∗XT (s)

(
resp.

∫
T (s)XT (s)∗

)
as t → +∞.

Proof. Let us prove that stronglim
t→+∞

1
t

∫ t

0 T (s)∗XT (s) ds = ∫
T (s)∗XT (s)

for any X ∈ M . Since any finite von Neumann algebra is a direct sum of
countably decomposable finite W ∗-algebras, we may assume w.l.o.g. that M

has a faithful finite trace τ . Let L2(M, τ) be the Dixmier-Segal Hilbert space
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associated with the trace τ , and consider the one parameter semigroup (S(t))t≥0

of bounded linear operators in L2(M, τ) defined by:

S(t)(X) = T (t)∗XT (t) (t ≥ 0, X ∈ L2(M, τ)).

Let E be the projection (in L2(M, τ)) onto the closed subspace

{X ∈ L2(M, τ) | T (t)∗XT (t) = X for any t ≥ 0}
parallel to the closed subspace determined by the ranges of all operators I−S(t)

with t ≥ 0. Since (S(t))t≥0 is uniformly bounded, it follows from the ergodic
theorem for continuous flows (cf. [5], corollary 3, p. 689) that we have, for
any X ∈ M: ∥∥∥∥1

t

∫ t

0
T (s)∗XT (s) ds − E(X)

∥∥∥∥
τ

−−−−→
t→+∞ 0,

where ‖X‖τ = √
τ(X∗X). Let us prove that E(X) ∈ M . Since we already

know that E(X) ∈ L2(M, τ) is a τ -measurable operator affiliated with M , we
only have to prove (cf. [8], lemma 2.5(i), p. 275) that there exists a constant
C ≥ 0 such that:

µs(E(X)) ≤ C for almost all s > 0,

where µt(T ) is the t-th characteristic value of T with respect to the trace τ .
For any t > 0, set:

At(X) = 1

t

∫ t

0
T (s)∗XT (s) ds.

Since (S(t))t≥0 is uniformly bounded, there exists a constant C > 0 such that
‖At(X)‖ ≤ C/2 for any t > 0. On the other hand, we have:

∥∥At(X) − E(X)
∥∥2
τ

=
∫ ∞

0
µs

(
At(X) − E(X)

)2
ds −−−−→

t→+∞ 0

(see [8], proposition 2.7, p. 277), and hence there exists a sequence (tn)n≥1 of
real numbers, tn → +∞, such that:

µs

(
Atn(X) − E(X)

) −−−−→
n→+∞ 0 for almost all s > 0.

From the inequality:

µ2s(E(X)) ≤ µs(Atn(X)) + µs(E(X) − Atn(X))

≤ ∥∥Atn(X)
∥∥ + µs(Atn(X) − E(X)),
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(cf. [8], lemma 2.5(v), p. 275), we immediately get µs(E(X)) ≤ C for almost
all s > 0, a fact which implies that E(X) ∈ M . Then, it follows from [3]
(prop. 4, p. 58) that the averages At(X) = 1

t

∫ t

0 T (s)∗XT (s) ds converge in
the strong operator topology when t → +∞. Since the limit E(X) obviously
belongs to the weakly closed convex hull of the set {T ∗(s)XT (s) | s ∈ S} and
satisfies T (s)∗E(X)T (s) = E(X) for any s ≥ 0, we finally get by theorem 1:

stronglim
t→+∞

1

t

∫ t

0
T (s)∗XT (s) ds =

∫
T (s)∗XT (s).

The relation stronglimt→+∞
1
t

∫ t

0 T (s)XT (s)∗ ds = ∫
T (s)XT (s)∗ is proved

in a similar way.

Note that the proof of proposition 4 obviously extends to the case of dis-
crete or continuous k-parameter bounded c0-semigroups of operators in a finite
von Neumann algebra.

Examples. Let us now give specific examples of bounded c0-semigroups
(T (s))s≥0 of operators in the hyperfinite II1-factor R such that the lower bound
of the spectrum of RT = ∫

T (s)∗T (s) is arbitrary close to 0. For any integer
N ≥ 1, set ω = exp

(
2iπ
N

)
and, for any t ∈ R, set ωt = exp

(
2iπt
N

)
. Let

(e0, e1, . . . , eN−1) be the standard basis of CN , and fix an isomorphism R ∼=
R ⊗ MN(C). For any s ≥ 0, let T (s) ∈ R be defined by:

T (s) = I ⊗ Q(s) ∈ R ⊗ MN(C) ∼= R,

where Q(s) ∈ B(CN) ∼= MN(C) is given by:

Q(s)ej = 1

N

N−1∑
k=0

N−1∑
m=0

j + 1

k + 1
(ωk−jωs)

mek (0 ≤ j ≤ N − 1).

By straightforward calculation, we get:

Q(s)Q(t) = Q(s + t) for s, t ≥ 0,

so that (T (s))s≥0 is a semigroup of operators in R, which is obviously con-
tinuous and bounded. In fact, if U = eiH is the shift on CN given by:

U(e0) = e1, U(e1) = e2, . . . , U(eN−1) = e0,

and if D = Diag(1, 1/2, . . . , 1/N), we have:

(1) Q(s) = DeisHD−1,
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a fact which clearly implies that (T (s))s≥0 is a bounded c0-semigroup. By
straightforward calculation, we get:

Q(s)∗ej = 1

N

N−1∑
k=0

N−1∑
m=0

k + 1

j + 1
(ωk−jω−s)

mek (0 ≤ j ≤ N − 1),

and hence:

Q(s)∗Q(s)ej = 1

N2

N−1∑
m,p,q,k=0

(j + 1)(p + 1)

(k + 1)2
ωm(k−j)+q(p−k)ωm

s ω
q
−sep

(0 ≤ j ≤ N − 1). Since we have limt→+∞ 1
t

∫ t

0 ωm
s ω

q
−s ds = δ

q
m, we get from

the above formula:

lim
t→+∞

1

t

∫ t

0
Q(s)∗Q(s)ej ds = (j + 1)2

N

(N−1∑
k=0

1

(k + 1)2

)
ej ,

and hence:

RT =
∫

T (s)∗T (s) = I ⊗ Diag(λ0, λ1, . . . , λN−1)

by proposition 4, where λj = (j+1)2

N

∑N−1
k=0

1
(k+1)2 (0 ≤ j ≤ N − 1). It follows

that:
inf Sp(RT ) = 1

N

(
1 + 1

22
+ · · · + 1

N2

)
.

Since N is arbitrary, we get examples of c0-semigroups (T (s))s≥0 of operators
in the hyperfinite II1-factor R such that the lower bound of the spectrum of
RT = ∫

T (s)∗T (s) is arbitrary close to 0. In the same way as above, we have:

ST =
∫

T (s)T (s)∗ = I ⊗ Diag(µ0, µ1, . . . , µN−1)

where µj = (N+1)(2N+1)
6(j+1)2 (0 ≤ j ≤ N − 1). It follows that:

ST = √
RT LT

√
RT = (N + 1)(2N + 1)

6N

N−1∑
k=0

1

(k + 1)2
I ⊗ I,

and hence:
ST = √

RT LT

√
RT ≥ I.

We shall see in the next section that this inequality is not an accident, but a
general fact.
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3. Ergodic results

3.1. A decomposition theorem for contractive semigroup representations

Let (T (s))s≥0 be a contractive c0-semigroup on a Hilbert space H , and denote
by A its infinitesimal generator. Let H0 be the closed subspace of all x ∈ H

such that 0 belongs to the weak closure of {T (s)x | s ≥ 0}, and H1 the
closed linear span of all eigenvectors of A with purely imaginary eigenvalues.
A Glicksberg-DeLeeuw theorem asserts (see for instance [12], p. 206) that
H0 and H1 are T (s)-invariant subspaces such that H = H0 ⊕ H1 (direct sum
decomposition). Moreover, the restriction of the semigroup (T (s))s≥0 to H1 is
isometric. If H is finite dimensional, the Glicksberg-DeLeeuw theorem gives
a decomposition of (T (s))s≥0 as a sum:

T (s) = T0(s) ⊕ T1(s) (s ≥ 0)

of a c0-semigroup (T0(s))s≥0 such that the orbit {T0(s)x | s ≥ 0} of any x ∈ H0

has 0 in its closure, and of a unitary semigroup (T1(s))s≥0. The following
theorem extends this result to the case of contractive finite type representations
of amenable semigroups by using the limit isometric semigroup approach.

Theorem 2. Let S be a locally compact amenable semigroup, and π :
S → B(H) a continuous finite type representation of S in a Hilbert space H .
Assume that ‖π(s)‖ ≤ 1 for any s ∈ S. Then, we have:

(i) The following closed subspaces of H coincide:

{x ∈ H | the norm closure of {π(s)x | s ∈ S} contains zero},
and

{x ∈ H | the norm closure of {π(s)∗x | s ∈ S} contains zero}.
Moreover, the orthogonal projectionP on this common subspace belongs
to the center of W ∗(π);

(ii) The representation π splits into a direct sum of representations:

π(s) =
(

πP (s) 0

0 πI−P (s)

)
(s ∈ S),

where: s → πI−P (s) = (I −P)π(s)(I −P) is a unitary representation
ofS in (I−P)(H), and s → πP (s) = Pπ(s)P is a representation ofS in
P(H) such that the norm closures of the orbitsO(x) = {πP (s)x | s ∈ S}
and O∗(x) = {πP (s)∗x | s ∈ S} of any x ∈ P(H) both contain 0.
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Proof. (i) For any s ∈ S, we have [Rππ(s)π(s)∗]# = [π(s)∗Rππ(s)]# =
(Rπ)

#, and hence (RπX)# = (Rπ)
# for any X in the weakly closed convex

hull of the set {π(s)π(s)∗ | s ∈ S}. From proposition 1(ii), we get (RπLπ)
# =

(Rπ)
#. Similarly, we have (RπLπ)

# = (Lπ)
# and hence:

(2) (Rπ)
# = (Lπ)

# = (RπLπ)
#.

Since Rπ and Lπ are selfadjoint, we get from (2) and the cyclicity of the central
trace:

(3)




0 ≤ (
(Rπ − Lπ)

∗(Rπ − Lπ)
)# = (

(Rπ − Lπ)
2
)#

= (
R2

π − 2RπLπ + L2
π

)# = (
R2

π − 2Rπ + L2
π

)#
.

Since we have ‖π(s)‖ ≤ 1 for any s ∈ S, we get from proposition 1(ii):

0 ≤ Rπ ≤ I and 0 ≤ Lπ ≤ I,

and hence:

0 ≤ R2
π ≤ Rπ ≤ I and 0 ≤ L2

π ≤ Lπ ≤ I.

From (3) and (2), we deduce that:

0 ≤ (
(Rπ − Lπ)

∗(Rπ − Lπ)
)# = (

R2
π − 2Rπ + L2

π

)#

≤ (Rπ − 2Rπ + Lπ)
# = 0,

a fact which implies that Rπ = Lπ by faithfulness of the central trace.
Moreover, since we have 0 ≤ (

Rπ − R2
π

)# = (Rπ − RπLπ)
# = 0, we deduce

that Rπ = R2
π , and hence Rπ = Lπ is an orthogonal projection in W ∗(π). But

we know from proposition 2(iii) that:

Ker(Rπ) = {x ∈ H | the norm closure of {π(s)x | s ∈ S} contains zero}
and

Ker(Lπ) = {x ∈ H | the norm closure of {π(s)∗x | s ∈ S} contains zero},
so that these two closed subspaces of H coincide and

P = I − Rπ = I − Lπ ∈ W ∗(π)

is the orthogonal projection on this common subspace. To prove that P belongs
to the center ofW ∗(π), it suffices to prove that Ker(Rπ) = Ker(Lπ) is invariant
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by π(s) and π(s)∗ for any s ∈ S. But if x ∈ Ker(Rπ), we have:

∥∥∥√
Rπ π(s)x

∥∥∥2 = 〈π(s)∗Rππ(s)x|x〉 = 〈Rπx|x〉 = 0,

and hence π(s)x ∈ Ker(Rπ). On the other hand, we have:
∥∥∥√

Rπ π(s)∗x
∥∥∥2 = 〈π(s)Lππ(s)∗x|x〉 = 〈Lπx|x〉 = 〈Rπx|x〉 = 0,

and hence π(s)∗x ∈ Ker(Rπ). This shows that Ker(Rπ) is invariant by π(s)

and π(s)∗ for any s ∈ S, and (i) is proved.
(ii) Since P belongs to the center of W ∗(π), we only have to prove that

s → πI−P (s) = (I − P)π(s)(I − P) is a unitary representation of S in
(I − P)(H). For any s ∈ S, let u(s) ∈ W ∗(π) be the partial isometry in the
polar decomposition of

√
Rπ π(s). We know from proposition 2(i) that:
√

Rπ π(s) = u(s)
√

Rπ,

and hence:

πI−P (s) = (I − P)π(s)(I − P) = √
Rπ π(s)(I − P)

= u(s)
√

Rπ(I − P) = (I − P)u(s)(I − P).

It follows that, for any s ∈ S, πI−P (s) is a partial isometry in the reduced
von Neumann algebra W ∗(π)I−P with initial support supp

(√
Rπ

)
(I − P) =

(I − P). Since W ∗(π)I−P is a finite von Neumann algebra, this implies that
πI−P (s) is a unitary for any s ∈ S, and the proof of (ii) is complete.

Example 1. For contractive c0-semigroups (T (s))s≥0 of operators in a fi-
nite von Neumann algebra, we get from theorem 2 a direct sum decomposition
that goes beyond the Glicksberg-DeLeeuw theorem. Indeed, let A be the in-
finitesimal generator of (T (s))s≥0, and denote by H0 the closed subspace of
all x ∈ H such that 0 belongs to the norm closure of {T (s)x | s ≥ 0}. Let H1

be the orthogonal complement of H0 in H . By theorem 2, the restriction of
−iA to H1 is a selfadjoint operator on H1 and, by splitting its spectrum into
a continuous part and a pure point part, we get an orthogonal decomposition
H1 = H1,cont ⊕ H1,pp. We deduce a splitting:

T (s) = T0(s) ⊕ T1,cont(s) ⊕ T1,pp(s) (s ≥ 0),

where the c0-semigroup T0 has the property that 0 is in the norm closure of
the orbit {T0(s)x | s ≥ 0} of any x ∈ H0, and where T1 = T1,cont ⊕ T1,pp

is a unitary c0-semigroup. When H1,pp = 0, the c0-semigroup T1,pp in the
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Glicksberg-DeLeeuw decomposition is trivial. However, it is still possible,
thanks to theorem 2, to extract from T a unitary part T1 which corresponds in
this case to the continuous spectrum of −iA.

As a corollary, we get from theorem 2:

Corollary 1. Let S be a locally compact amenable semigroup, and π :
S → B(H) be a continuous finite type representation of S in a Hilbert space
H . The following conditions are equivalent:

(i) π is a unitary representation;

(ii) There exists a > 0 such that αI ≤ π(s)∗π(s) ≤ I for any s ∈ S;

(iii) ‖π(s)‖ ≤ 1 for any s ∈ S, and π is bounded away from 0.

Proof. (i) ⇒ (ii) ⇒ (iii) is obvious. Let us prove (iii) ⇒ (i). Since π is
bounded away from 0, we have P = 0 in theorem 2, and hence π is a unitary
representation.

So, for any finite type continuous semigroup representation π : S → B(H)

such that ‖π(s)‖ ≤ 1, the operator
√

Rπ is a projection whose kernel is trivial if
and only if π is bounded away from 0. The condition

√
Rπ = I , which means

that π is unitary, is thus equivalent to the boundedness of π away from 0. Let us
now extend this observation to uniformly bounded finite type representations.

3.2. An ergodic characterization

The following theorem characterizes the finite type representations of a locally
compact amenable semigroup in a Hilbert space that are unitarizable:

Theorem 3. Let S be a locally compact amenable semigroup, and π :
S → B(H) be a continuous finite type representation of S in a Hilbert space
H . The following conditions are equivalent:

(i) π is unitarizable;

(ii) There exist a, β with 0 < a ≤ β such that αI ≤ π(s)∗π(s) ≤ βI for
any s ∈ S;

(iii) π is uniformly bounded and bounded away from 0.

Moreover, if one of these conditions is fulfilled, there exists a positive invertible
element V ∈ W ∗(π) with ‖V ‖ ≤ sups∈S ‖π(s)‖ such that the representation
s → V −1π(s)V is unitary.

The proof of this theorem is essentially a refinement, based on the following
proposition, of the argument used in the proof of theorem 2.

Proposition 5. Let S be a locally compact amenable semigroup and π :
S → B(H) be a continuous, uniformly bounded and finite type representation
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of S in a Hilbert space H . Set Sπ = √
Rπ Lπ

√
Rπ , where:

Rπ =
∫

π(s)∗π(s) and Lπ =
∫

π(s)π(s)∗.

Then the spectral projection of Sπ corresponding to the interval ]0, 1[ is zero.

In other words, the operator Sπ = √
Rπ Lπ

√
Rπ , which is a projection

when ‖π(s)‖ ≤ 1 for any s ∈ S, has no spectrum between 0 and 1 in the
general case. The proof of this assertion is based on the following lemma,
which has its own interest:

Lemma 1. Let S be a locally compact amenable semigroup and π : S →
B(H) be a continuous, uniformly bounded and finite type representation of
S in a Hilbert space H . Then, for any X in the commutative von Neumann
subalgebra of W ∗(π) generated by the operator Sπ = √

Rπ Lπ

√
Rπ , we have:

(RπX)# = (SπX)# and (Lπ

√
Rπ X

√
Rπ Lπ)

# = (SπXSπ)
#.

Proof. Note first that we have, for any integer n ≥ 0:

(4) [Rπ(LπRπ)
n]# = [Lπ(LπRπ)

n]# = [(LπRπ)
n+1]#.

Indeed, we have π(s)LπRπ = LπRππ(s) for any s ∈ S by proposition 1(iii),
and it follows from the cyclicity of the central trace that:

[Rπ(LπRπ)
n]# = [π(s)∗Rππ(s)(LπRπ)

n]# = [π(s)∗Rπ(LπRπ)
nπ(s)]#

= [Rπ(LπRπ)
nπ(s)π(s)∗]#.

By normality of the central trace, we get [Rπ(LπRπ)
n]# = [Rπ(LπRπ)

nY ]#

for any Y in the closed convex hull of {π(s)π(s)∗ | s ∈ S}, and hence:

[Rπ(LπRπ)
n]# = [Rπ(LπRπ)

nLπ ]# = [(LπRπ)
n+1]#.

In the same way, we get [Lπ(LπRπ)
n]# = [(LπRπ)

n+1]#, and (4) follows.
To prove the lemma, we may and do assume by elementary spectral theory

that X = Sn
π with n ≥ 0. We then have:

(RπX)# = (√
Rπ Sn

π

√
Rπ

)# = [Rπ(LπRπ)
n]# = [(LπRπ)

n+1]#

= (Sn+1
π )# = (SπX)#,

and:

(Lπ

√
RπX

√
RπLπ)

# = [(LπRπ)
n+1Lπ ]# = [Lπ(LπRπ)

n+1]#

= [(LπRπ)
n+2]# = (Sn+2

π )# = (SπXSπ)
#,
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so that the lemma is proved.

Proof of proposition 5. Let us denote by E the spectral projection of Sπ

corresponding to the interval ]0, 1[. To prove that E = 0, it suffices to show
that we have:

(5) SπE = S2
πE.

Indeed, since we have S2
πE ≤ SπE, the relation (5) is equivalent to E = 0 by

elementary spectral theory. To prove (5), consider the vector state ωx on the
center of W ∗(π) associated with a norm one vector x ∈ H , and denote by τx
the state on W ∗(π) defined by:

τx(T ) = ωx(T
#) (T ∈ W ∗(π)).

We have:

ωx

(
(SπE)#

)2 = ωx

(
(ESπE)#

)2 = τx
((

E
√

Rπ Lπ

)(√
Rπ E

))2

≤ τx
(
E

√
Rπ L2

π

√
Rπ E

)
τx(ERπE) (Cauchy-Schwarz)

= ωx

((
E

√
Rπ L2

π

√
RπE

)#)
ωx((ERπE)#)

= ωx

((
Lπ

√
Rπ E

√
Rπ Lπ

)#)
ωx((RπE)#)

= ωx((S
2
πE)#)ωx((SπE)#) (Lemma 1),

and hence:
ωx((SπE)#) ≤ ωx((S

2
πE)#)

for any norm one vector x ∈ H . It follows that (SπE)# ≤ (S2
πE)# and, since

we have S2
πE ≤ SπE, we get (SπE)# = (S2

πE)# and (SπE − S2
πE)# = 0. By

faithfulness of the central trace, we finally get SπE = S2
πE, and (5) is proved.

We are now in position to prove theorem 3.
Proof of theorem 3. (i) ⇒ (ii) ⇒ (iii) is obvious.
(iii) ⇒ (i) For any s ∈ S, let u(s) ∈ W ∗(π) be the partial isometry in

the polar decomposition of
√

Rπ π(s). Since π is bounded away from 0, we
know by proposition 3 that u(s) is unitary and Ker(Rπ) = 0. Let us prove that
V = √

Rπ ∈ W ∗(π) is invertible. Since we have Vπ(s) = u(s)V for any
s ∈ S, this will imply that π(s) = V −1u(s)V and π will be unitarizable. Since
we obviously have ‖V ‖ ≤ sups∈S ‖π(s)‖, the proof of the theorem will be
complete. To prove that V = √

Rπ ∈ W ∗(π) is invertible, it suffices to prove
the stronger condition:

(6) Sπ = √
Rπ Lπ

√
Rπ ≥ 1,
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i.e. the spectral projection of Sπ corresponding to the interval [0, 1[ is zero.
By proposition 5, we only have to prove that the orthogonal projection E0 on
Ker(Sπ) is zero. But we have from lemma 1:

0 = (SπE0)
# = (RπE0)

# = (∣∣√Rπ E0

∣∣2)#
,

and hence
√

Rπ E0 = 0 by faithfulness of the central trace. Since Ker(Rπ) =
0, we get E0 = 0.

Remark 1. When ‖π(s)‖ ≤ 1, the proof of theorem 2 shows that Rπ is
an invertible projection, and hence Rπ = Sπ = I . For a general uniformly
bounded finite type representation π : S → B(H) which is bounded away
from 0, we know that Rπ is invertible and Sπ = √

Rπ Lπ

√
Rπ ≥ I , but it is no

longer true that Rπ = Sπ = I . The examples of c0-semigroups of operators
of the hyperfinite II1-factor given in section 2.4 show that the spectrum of Rπ

could be arbitrary close to 0, while Sπ ∈ W ∗(π) is strictly greater than I .

Remark 2. Theorem 3 is false if the representation π is not of finite type.
Indeed, let π be the representation of R+ given by the bounded c0-semigroup
(T (t))t≥0 of operators in H = L2(R+) defined by:

(Ttf )(x) = 1[t,+∞[(x)f (x − t) (x ∈ R+, f ∈ L2(R+)).

Since Tt is an isometry, condition (ii) in theorem 3 is satisfied. However, since
we have T ∗

t (f ) = e−t f for f (x) = e−x , the spectrum of Tt is not always
contained in S1, and the representation π is not unitarizable. But here, π is
not of finite type, because an isometry in a finite von Neumann algebra is
automatically unitary.

Corollary 2. Let (T (t))t≥0 be a bounded c0-semigroup of operators in
a finite von Neumann algebra M , and denote by A its infinitesimal generator.
The following conditions are equivalent:

(i) (T (t))t≥0 is bounded away from 0;

(ii) There exists a positive invertible element V∈W ∗(π) such that −iV −1AV
is a selfadjoint operator.

Proof. (i) ⇒ (ii) By theorem 3, there exists a positive invertible element
V ∈ W ∗(π) such that V −1T (t)V is unitary for any t ≥ 0. Since −i times the
generator of a c0-semigroup of unitaries is selfadjoint, the result follows.

(ii) ⇒ (i) If there exists a positive invertible element V ∈ W ∗(π) such that
the operator P = −iV −1AV is a selfadjoint operator, we get:

d

dt
(V eitP V −1)

∣∣
t=0 = iV PV −1 = A,
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and hence T (t) = V eitP V −1 for any t ≥ 0 by uniqueness of the Cauchy
problem associated with A. The result immediately follows.

4. Spectral results

4.1. A spectral inequality

In this section, we give a spectral characterization of the finite type repres-
entations of a locally compact amenable semigroup that are unitarizable. This
characterization is based on a spectral inequality for unimodular elements in a
semi-finite von Neumann algebra that has its own interest. Recall that an ele-
ment X in a von Neumann algebra M is called unimodular if Sp(X) ⊂ S1. It
was proved by B. Russo (cf. [13], lemma 2.2, p. 165) that any unimodular con-
traction in a finite von Neumann algebra is unitary. The following inequality,
which is directly inspired by Russo’s result, shows that we have in particular
τ(E) ≤ τ(E|X|2E) for any unimodular element X in a von Neumann algebra
M equipped with a normal semi-finite trace τ , and any finite projection E ∈ M

whose image is stable by X:

Theorem 4. Let M be a von Neumann algebra equipped with a normal
semifinite trace τ . Let X be a unimodular element in M . For any continuous
function f on [0,+∞[ such that t → f (exp(t)) is convex and any projection
E ∈ M such that XE = EXE and τ(E) < +∞, we have:

tf (1) ≤
∫ t

0
f (µs(EXE)) ds for any t ∈ [0, τ (E)].

In particular, we have τ(E) ≤ τ(E|X|2E).

Proof. Let us denote by H the Hilbert space upon which M acts. To prove
theorem 4, we may assume w.l.o.g. that E �= 0. Moreover, by using [3] (co-
rollaire 2, p. 83), we may assume in addition that τ is faithful.

First step. Let us first show thatEXE is a unimodular element in the reduced
von Neumann algebra ME . Since X is unimodular, there exists for any complex
number λ with |λ| �= I an element Y ∈ M such that:

(X − λI)Y = Y (X − λI) = I.

From the relationEYE(EXE−λE) = EY(XE−λE) = EY(X−λI)E = E,
we deduce that the operator EXE − λE : E(H) → E(H) is injective with
closed range. Let P be the orthogonal projection on Im(EXE − λE). Since
P is equivalent to supp(EXE − λE) = E in the von Neumann algebra ME

which is finite, we get P = E, and hence EXE −λE is invertible in ME . This
proves that EXE is a unimodular element in ME .
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Second step. Let us now prove that we have, for any unimodular element
X in ME :

(7) 0 ≤
∫ t

0
ln µs(X) ds for any t ∈ [0, τ (E)],

with equality for t = τ(E). Here, the generalized s-number µs(X) is associ-
ated with the reduced trace τE on ME . Since E �= 0, we have τ(E) > 0 and,
by replacing τ by τ

τ(E)
if necessary, we may and do assume that τ(E) = 1.

Since X is unimodular, we have Sp(X−1) ⊂ S1 and the spectral radius of
X−1 is one. For any ε > 0, we thus may choose an integer n ≥ 1 such that
‖X−n‖ ≤ (1 + ε)n. For any α > 0 and 0 < t < 1, we have:

1 =
∫ t

0
µs(X

nX−n)α
ds

t
≤

∫ t

0
µs(X

n)α(1 + ε)nα
ds

t

= (1 + ε)nα
∫ t

0
µs(X

n)α
ds

t

and hence, by using [6] (corollaire 4.4, p. 324):

1 ≤ (1 + ε)nα
∫ t

0
µs(X)nα

ds

t
.

Taking the power 1/α and letting α → 0, we get:

1 ≤ (1 + ε)n exp
∫ t

0
ln

(
µs(X)n

)ds
t

=
(
(1 + ε) exp

(∫ t

0
ln µs(X)

ds

t

))n

.

Letting ε → 0, we finally get 1 ≤ exp
(∫ t

0 ln µs(X)ds
t

)
, and hence:

0 ≤
∫ t

0
ln µs(X) ds for 0 < t < 1.

This relation is still true for t = 0 and, since the Fuglede-Kadison determinant
?(X) ofX is less than the spectral radius ofX which is one by [3] (théorème 10,
(v), p. 109), we get:

0 ≤
∫ 1

0
ln µs(X) ds ≤ 0,

so that (7) is proved.
Third step. We are now in position to prove theorem 4. LetX be a unimodular

element in M and consider a finite projection E ∈ M such that XE = EXE.
Since EXE ∈ ME is unimodular, we get from relation (7):

0 ≤
∫ t

0
ln µs(EXE) ds for 0 ≤ t ≤ τ(E),
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with equality for t = τ(E) and where, thanks to [6] (proposition 1.5, p. 312),
µs(EXE) is also the generalized s-number associated with the trace τ . By [6]
(corollaire 4.2, p. 323), we get for any continuous function f on [0,+∞[ such
that t → f (exp(t)) is convex:

tf (1) =
∫ t

0
f (µs(I )) ds ≤

∫ t

0
f (µs(EXE)) ds for 0 ≤ t ≤ τ(E).

Taking f (s) = s2 and t = τ(E), we get:

τ(E) ≤
∫ τ(E)

0
µs(EXE)2 ds = τ(|EXE|2) ≤ τ(EX∗XE),

and the proof of the theorem is complete.

From theorem 4, we deduce the following result of [13]:

Corollary 3. Let M be a finite von Neumann algebra acting on a separ-
able Hilbert space. Any contraction in M with spectrum contained in the unit
circle is unitary.

Proof. Let τ be a faithful finite trace on M . For any contraction T in M ,
we have µt(T ) ≤ 1, and hence ln µt(T ) = 0 for 0 ≤ t < τ(I ) by theorem 4.
This implies that |T | = I , and T is unitary.

4.2. Spectral characterization of unitarizable finite type representations of
amenable semigroups

We are now in position to prove the following result:

Theorem 5. Let S be a locally compact amenable semigroup, and π :
S → B(H) be a continuous finite type representation of S in a Hilbert space
H . The following conditions are equivalent:

(i) π is unitarizable;

(ii) There exist a, β with 0 < a ≤ β such that αI ≤ π(s)∗π(s) ≤ βI for
any s ∈ S;

(iii) π is uniformly bounded and unimodular.

Proof. We already know the equivalence of (i) and (ii) from theorem 3.
Since (i) ⇒ (iii) is obvious, we only have to prove (iii) ⇒ (i). Let π : S →
B(H) be a finite type representation that is uniformly bounded and unimodular.
Denote by E the orthogonal projection on Ker(Rπ), where:

Rπ =
∫

π(s)∗π(s).
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Since we have π(s)∗Rππ(s) = Rπ for any s ∈ S, we get:

Ker(Rπ) = Ker(Rππ(s)),

a fact which implies that (1 − E)π(s)E = 0, i.e. π(s)E = Eπ(s)E for any
s ∈ S. Let x ∈ H be fixed, and consider the trace τ(X) = 〈X#x|x〉 on W ∗(π).
Since π(s) is unimodular, we get by theorem 4:

τ(E) ≤ τ(Eπ(s)∗π(s)E) for any s ∈ S,

and hence:
〈E#x|x〉 ≤ 〈(Eπ(s)∗π(s)E)#x|x〉.

It follows that:

E# ≤ (Eπ(s)∗π(s)E)# = (π(s)∗π(s)E)# for any s ∈ S,

and hence E# ≤ (RπE)# = 0 by proposition 1(ii). This implies that E = 0,
and Rπ is injective. By proposition 2(iii), we get that π is bounded away from
0, and the conclusion follows from theorem 3.

Remark 3. Theorem 5 is false if the representation π is not of finite
type. Indeed, let V be the Volterra integration operator defined on H =
L2([0, 1], dx) by Vf (x) = ∫ x

0 f (y) dy, and consider the bounded operator
T = (I + V )−1. Since ‖T ‖ = 1 and Sp(T ) = {1}, the representation of
the amenable semigroup S = N given by π(n) = T n (n ∈ N) is uniformly
bounded and unimodular. However, π is not unitarizable because otherwise T

would be conjugate to some unitary U with Sp(U) = {1}, so that U = I and
hence T = I , a fact which is absurd. Here, the representation π is not of finite
type since V is compact with infinite dimensional range.
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