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SOME ASSOCIATIVE ALGEBRAS RELATED
TO U(�) AND TWISTED GENERALIZED

WEYL ALGEBRAS

V. MAZORCHUK, M. PONOMARENKO and L. TUROWSKA

Abstract

We prove that both Mickelsson step algebras and Orthogonal Gelfand-Zetlin algebras are twisted
generalized Weyl algebras. Using an analogue of the Shapovalov form we construct all weight
simple graded modules and some classes of simple weight modules over a twisted generalized
Weyl algebra, improving the results from [6], where a particular class of algebras was considered
and only special modules were classified.

1. Introduction

In the representation theory of infinite-dimensional associative algebras the
description of all representations is usually rather difficult and therefore the
investigations are naturally restricted to some special classes, for example,
the so-called weight modules (with respect to a fixed subalgebra). A naive
visualization of such module is usually the lattice of its weights together with
the action of the generators of the algebra on weight components (subspaces).
This inspired two of us to introduce in [7] a construction of associative algebras,
called twisted generalized Weyl construction (TGWC in the sequel), which
“agrees” with the picture described above. The construction generalizes the
notion of twisted generalized Weyl algebra (TGWA) from [6] and the earlier
notion of generalized Weyl algebra, originally defined by Bavula (see [1] and
references therein). As it was shown in [6], [7], many known algebras like
certain (quantized) universal enveloping algebras, (quantized) Weyl algebras,
(quantized) CCR-algebra and others can be realized via TGWC.

Another motivation for TGWC was a question ofYu.Drozd to find a natural
generalization of Bavula’s construction, which covers, in particular, the uni-
versal enveloping algebras of semi-simple complex Lie algebras. An evidence
that some TGWC-obtained algebras are close to the enveloping algebras was
established in [6, Example 2], where certain similarity between the supports
of weight modules was obtained.
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The aim of this paper is to deepen this connection. There are two classes
of associative algebras, known to be closely related to U(��(n,C)). The first
one is the class of Mickelsson step algebras ([9] or [12, Chapter 4]), con-
nected with highest weight U(��(n,C))-modules. The second one is the class
of orthogonal Gelfand-Zetlin algebras (OGZ-algebras), defined in [5] using
the formulae from the famous Gelfand-Zetlin construction of simple finite-
dimensional U(��(n,C))-modules. We prove that Mickelsson algebras as well
as a certain extension of OGZ algebras are TGWAs. Hence, we give a partial
answer to the mentioned question of Drozd using the fact that U(��(n,C)) is
an OGZ algebra.

The paper is organized as follows: In Section 2 we define all main objects
of our interest, namely TGWC and TGWA in Subsection 2.1, Mickelsson
algebras in Subsection 2.2 and extended OGZ algebras in Subsection 2.3. In
Sections 3 and 4 we show how to obtain respectively extended OGZ algebras
and Mickelsson algebras via the twisted generalized Weyl construction. In
Section 5 we prove that these algebras are in fact twisted generalized Weyl
algebras using an analogue of the Shapovalov form on TGWC. In Section 6
we apply the Shapovalov form to construct weight simple graded modules over
a TGWA in an abstract situation, extending the results from [6]. These results
can be easily used to construct certain simple weight modules over Mickelsson
step algebras and extended OGZ algebras. Finally, in Section 7 we reduce the
classification of simple weight modules over a TGWA to the classification of
simple modules over a certain subalgebra and investigate the structure of the
last one in several cases. In particular, we give some sufficient condition for
this subalgebra to be commutative and show that its graded elements always
commute or anticommute (in the case when the basic ring is a domain).

2. Preliminaries

2.1. TGWC and TGWA

Fix a positive integer, k, and set Nk = {1, 2, . . . , k}. Let R be a ring with a
unit element, {σi | 1 ≤ i ≤ k} a set of pairwise commuting automorphisms of
R and M a matrix, (µi,j )i,j∈Nk

, whose entries are invertible elements from the
center of R which are stable under all σi (e.g. µi,j = 1 for all i, j ). Fix central
elements 0 �= ti ∈ R, i ∈ Nk , satisfying the following relations:

ti tj = µi,jµj,iσ
−1
i (tj )σ

−1
j (ti), i, j ∈ Nk, i �= j.

Define A to be a unital R-algebra generated over R by indetermines Xi ,
Yi , i ∈ Nk , subject to the relations

• Xir = σi(r)Xi for any r ∈ R, i ∈ Nk;
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• Yir = σ−1
i (r)Yi for any r ∈ R, i ∈ Nk;

• XiYj = µi,jYjXi for any i, j ∈ Nk , i �= j ;

• YiXi = ti , i ∈ Nk;

• XiYi = σi(ti), i ∈ Nk .

We will say that A is obtained from R, M , {σi} and {ti} by twisted gener-
alized Weyl construction.

Algebra A possesses a natural structure of Zk-graded algebra by setting
degR = 0, degXi = gi , degYi = −gi , i ∈ Nk , where gi , i ∈ Nk , are the
standard generators of Zk . For a graded A -module, M , we set grsuppM =
{g ∈ Zk | Mg �= 0}.

Let now R be commutative. The twisted generalized Weyl algebra ˆA =
A (R, σ1, . . . , σk, t1, . . . , tk) of rank k is defined as the quotient ring A /I ,
where I is the (unique) maximal graded two-sided ideal of A intersecting R

trivially.
Denote by � the set of maximal ideals � ⊂ R. For � ∈ � and an A -

module ( ˆA -module) V we set V� = {v ∈ V | �v = 0}. An A -module ( ˆA -
module), M , will be called weight provided M = ∑

�∈� M�. For a weight
module M we set suppM = {� ∈ � | M� �= 0}. We will also denote by W

the group, generated by all σi . W is a commutative group of finite rank and
is a quotient of Zk . Both Zk and W act on � via σi’s and we will denote this
action for � ∈ �, g ∈ Zk and w ∈ W by g(�) and w(�) correspondingly.

Remark 2.1. We note that the above definition is more general than the
one used in [6]. In that paper there were some additional assumptions on
{σi} and {ti} associated with a biserial graph and all µi,j were supposed to
be 1. It was already noticed in [7] that these assumptions are superfluous for
∗-representations. However, the constructions of simple weight modules over
TGWAs from [6] heavily depend on these assumptions. In Section 6 we present
a construction of simple weight modules for TGWA in the present setup, which
covers almost all results from [6].

We refer the reader to [6], [7] for further properties of TGWA and TGWC.

2.2. Mickelsson (step) algebras

In this Subsection we follow [12, Chapter 4] and mostly use the same notation.
With each reductive pair (�, �) we are going to associate an associative algebra,
operating on the set of �-highest weight vectors of any �-module. For the further
properties of these algebras and their applications we refer to [4], [9], [12].

Let (�, �) be a reductive pair of complex finite-dimensional Lie algebras and
�� = �+� ∪�−� be the root system of � with respect to the Cartan subalgebra
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�, decomposed into positive and negative roots. For a root, α, we will denote
by Xα the corresponding element from a fixed Weyl-Chevalley basis. For any
�-module V we will denote by V + the set {v ∈ V | Xαv = 0 for all α ∈ �+� }.
For the algebra �+, generated by all Xα , α ∈ �+� , we denote by I+ the left
ideal U(�)�+ of U(�) and set V (�, �) = U(�)/I+. Then the Mickelsson step
algebra S(�, �), associated with (�, �), is defined as V (�, �)+. A slightly more
convenient algebra appears if we invertU(�). LetD(�) denote the fraction field
of U(�). Set U ′(�) = U(�)⊗U(�) D(�), I ′+ = U ′(�)�+, V ′(�, �) = U ′(�)/I ′+
and Z(�, �) = V ′(�, �)+.

Let �n = ��(�,C), �n be the Cartan subalgebra of diagonal matrices.
In this paper we will be interested in the algebra AZn = Z(��n+1, ��n ⊕
Cen+1,n+1). According to [12, Section 4.5] this algebra has the following
presentation. It is generated (over the field Dn+1 = D(�n+1)) by elements
zi , i ∈ {±1,±2, . . . ,±n}, subject to the following relations:

• zizj = αi,j zj zi , i + j �= 0;

• ziz−i =
n∑

j=1

βi,j z−j zj + γi , i = 1, 2, . . . , n;

• [hj , zi] = (εi − εn+1)(hj )zi , i = 1, 2, . . . , n, j = 1, 2, . . . , n+ 1;

• [hj , z−i] = (εn+1 − εi)(hj )z−i , i = 1, 2, . . . , n, j = 1, 2, . . . , n+ 1;

where

αi,j = α−j,−i =
φ+i,j
φi,j

, 1 ≤ i < j ≤ n; αi,j = 1, sign(i) �= sign(j);

βi,j = δ−i γi,j δ
+
j ; γi = δ−i φ

−
i,n+1; φi,j = hi−hj+j− i, φ±i,j = φi,j±1;

γi,j = (1−φi,j )
−1; δ±i =

n∏
k=i+1

φ±i,k
φi,k

; εi(hj ) = δi,j , i, j = 1, 2, . . . , n+1.

2.3. (Extended) OGZ-algebras

Let F be an arbitrary field of characteristic zero. Fix n ∈ N and r = (r1, r2, . . . ,

rn) ∈ Nn and set |r| = ∑n
i=1 ri . Consider a vector space, L = L (F, r), of

dimension k. We will call the elements of L tableaux and consider them as
double indexed families

[l] = { li,j | i = 1, . . . , n; j = 1, . . . , ri }.
The element r will be called the signature of [l]. We will denote by δi,j = [δi,j ],
1 ≤ i ≤ n, 1 ≤ j ≤ ri , the Kronecker tableau, i.e. δi,ji,j = 1 and δ

i,j
p,q = 0
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for p �= i or q �= j . Denote by L0 the subset of L that consists of all [l]
satisfying the following conditions:

(1) l1,j = 0, j = 1, . . . , r1;

(2) ln,j = 0, j = 1, . . . , rn;

(3) li,j ∈ Z, 2 ≤ i ≤ n− 1, 1 ≤ j ≤ ri .

Fix some n ∈ N and r = (r1, . . . , rn) ∈ Nn. Consider a field, +, of rational
functions in |r| variables λi,j , 1 ≤ i ≤ n, 1 ≤ j ≤ ri . Let [�] ∈ L (+, r) be
the tableau defined by �i,j = λi,j , 1 ≤ i ≤ n, 1 ≤ j ≤ ri . Consider a vector
space, M = M([�]), over + with the base v[t], [t] ∈ [�] + L0 (here [t] is a
formal index and thus M is infinite-dimensional over +). For [t] ∈ [�]+L0,
2 ≤ i ≤ n− 1 and 1 ≤ j ≤ ri denote

a±i,j ([t]) = ∓

∏
m

(ti±1,m − ti,j )

∏
m�=j

(ti,m − ti,j )
.

For 2 ≤ i ≤ n−1, 1 ≤ j ≤ ri , we define+-linear operatorsX±i,j : M → M by
X±i,j v[t] = a±i,j ([t])v[t]±[δi,j ] and Hi,j : M → M by Hi,j v[t] = ti,j v[t]. It follows
immediately from the definition, that all polynomials in Hi,j are invertible, so
we can consider the localization ring Q = Q(r) of C[Hi,j , 1 ≤ i ≤ n, 1 ≤
j ≤ ri] with respect to the multiplicative set, generated by Hi,j −Hi,l +m for
all i = 2, . . . , n−1, j = 1, . . . , ri , m ∈ Z. We define the extended orthogonal
Gelfand-Zetlin algebra U = U (r) of signature r , as the F-algebra, generated
over F by Q and X±i,j , 2 ≤ i ≤ n − 1, 1 ≤ j ≤ ri . To obtain the original

orthogonal Gelfand-Zetlin algebra Û of signature r−1, one has to take r1 = 0
(repeating the above definition) and to consider a subalgebra of U , generated
by X±i =

∑ri
j=1 X

±
i,j and symmetric polynomials in Hi,j , 1 ≤ j ≤ ri , for all

i. In particular, it is known ([5, Section 4]) that U(��(n,C)) is isomorphic to
some OGZ algebra. The definition and properties of (extended) OGZ algebras
are closely related to those of generic Gelfand-Zetlin ��(n,C)-modules ([3]).

3. Extended OGZ-algebras via TGWC

Fix k ∈ N. Let r = (k− 1, k, k+ 1) and consider the corresponding extended
OGZ-algebra U = U (r). The aim of this Section is to show that U can be
obtained using the twisted generalized Weyl construction.
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For i = 1, 2, . . . , k set Ai = X+2,i and Bi = X−2,i . For i = 1, 2, . . . , k we
define the following elements of Q:

Ti = −

k+1∏
j=1

(H3,j −H2,i )

k−1∏
j=1

(H1,j −H2,i − 1)

∏
j �=i

(H2,j −H2,i )
∏
j �=i

(H2,j −H2,i − 1)
.

For i = 1, 2, . . . , k we also define the endomorphisms σi of Q as follows:

σi(H2,i ) = H2,i − 1; σi(Hk,l) = Hk,l, k �= 2 or l �= i.

Lemma 3.1.

(1) {σi |i = 1, 2, . . . , k} are pairwise commuting automorphisms of Q.

(2) TiTj = σ−1
i (Tj )σ

−1
j (Ti) holds for any i �= j ∈ {1, 2, . . . , k}.

Proof. One sees that the endomorphism of Q defined by setting σ−1
i (H2,i )

= H2,i+1 and σ−1
i (Hk,l) = Hk,l , k �= 2 or l �= i is an inverse of σi , hence σi is

an automorphism. The commutativity of {σi} is obvious. One gets the second
statement by direct calculation.

Lemma 3.2. BiAi = Ti and AiBi = σi(Ti) holds for any i = 1, 2, . . . , k.

Proof. Straightforward calculation.

Lemma 3.3. Aiq = σi(q)Ai andBiq = σ−1
i (q)Bi , q ∈ Q, i = 1, 2, . . . , k.

Proof. It is sufficient to check that the equalities hold on the basis ofM([�]).
Let v[t] be a basis element. We have

Aiqv[t] = q(t1,1, . . . , t3,k+1)Aiv[t]

= −q(t1,1, . . . , t3,k+1)

k+1∏
j=1

(t3,j − t2,i )

∏
j �=i

(t2,j − t2,i )
v[t]+[δ2,i ]
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and

σi(q)Aiv[t] = −σi(q)




k+1∏
j=1

(t3,j − t2,i )

∏
j �=i

(t2,j − t2,i )
v[t]+[δ2,i ]




= −

k+1∏
j=1

(t3,j − t2,i )

∏
j �=i

(t2,j − t2,i )
σi(q)

(
v[t]+[δ2,i ]

)

= −

k+1∏
j=1

(t3,j − t2,i )

∏
j �=i

(t2,j − t2,i )

· q(t1,1, . . . , t2,i−1, t2,i − 1+ 1, t2,i+1, . . . , t3,k+1)v[t]+[δ2,i ],

as desired. The second equality follows by similar arguments.

Lemma 3.4. AiBj = BjAi for any i, j = 1, 2, . . . , k, i �= j .

Proof. As above, we check the equalities on the basis. We have

AiBjv[t] =

k−1∏
l=1

(t1,l − t2,j )

∏
l �=j

(t2,l − t2,j )
Ai(v[t]−[δ2,j ])

= −

k+1∏
l=1

(t3,l − t2,i )

(t2,j − t2,i − 1)
∏
l �=i,j

(t2,l − t2,i )
·

k−1∏
l=1

(t1,l − t2,j )

∏
l �=j

(t2,l − t2,j )
v[t]−[δ2,j ]+[δ2,i ]
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and

BjAiv[t] = −

k+1∏
l=1

(t3,l − t2,i )

∏
l �=i

(t2,l − t2,i )
Bj (v[t]+[δ2,i ])

= −

k−1∏
l=1

(t1,l − t2,j )

(t2,i − t2,j + 1)
∏
l �=i,j

(t2,l − t2,j )
·

k+1∏
l=1

(t3,l − t2,i )

∏
l �=i

(t2,l − t2,i )
v[t]−[δ2,j ]+[δ2,i ].

Clearly, the results are the same.

We define the elements si,j ∈ Q, i, j = 1, 2, . . . , k, as follows:

si,j = −H2,j −H2,i − 1

H2,j −H2,i + 1
.

Lemma 3.5. AiAj=si,jAjAi and BiBj=s−1
i,j BjBi for all i, j=1, 2, . . . , k,

i �= j .

Proof. We again will check only the first equality, applying it to the basis
elements.

AiAjv[t] = −

k+1∏
l=1

(t3,l − t2,j )

∏
l �=j

(t2,l − t2,j )
Ai(v[t]+[δ2,j ])

=

k+1∏
l=1

(t3,l − t2,i )

(t2,j − t2,i + 1)
∏
l �=i,j

(t2,l − t2,i )
·

k+1∏
l=1

(t3,l − t2,j )

∏
l �=j

(t2,l − t2,j )
v[t]+[δ2,j ]+[δ2,i ]

and analogously

si,jAjAiv[t] = si,j

k+1∏
l=1

(t3,l−t2,j )

(t2,i−t2,j+1)
∏
l �=i,j

(t2,l−t2,j )
·

k+1∏
l=1

(t3,l−t2,i )
∏
l �=i

(t2,l−t2,i )
v[t]+[δ2,j ]+[δ2,i ].
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One has that the results are the same, completing the proof.

Let A be the TGWC, associated with Q, {µi,j = 1}, {σi}, {Ti}.
Theorem 3.6. U is isomorphic to the quotient ˆA of A modulo the ideal

I , generated by all XiXj − si,jXjXi and all YiYj − s−1
i,j YjYi .

Proof. From Lemmas 3.3–3.5 it follows that there is a natural epimorphism
φ : A → U such that φ(q) = q, q ∈ Q; φ(Xi) = Ai and φ(Yi) = Bi for all
i = 1, 2, . . . , k. We have only to prove that the kernel of φ coincides with I .
Clearly φ(I) = 0. Set

Zl
i =

{
Xl

i, l ≥ 0

Y−li , l < 0
, Cl

i =
{
Al

i, l ≥ 0

B−li , l < 0
.

Let x ∈ A be such that φ(x) = 0. Because of the relations in A we can write:

x + I =
∑

l1,...,lk∈Z+

ql1,...,lkZ
l1
1 . . . Z

lk
k + I.

Applying φ, we get

φ(x) =
∑

l1,...,lk∈Z+

ql1,...,lkC
l1
1 . . . C

lk
k = 0.

Applying this equality to v[t] we see that the later holds if and only if all
ql1,...,lk = 0, which forces x ∈ I . This completes the proof.

Remark 3.7. All the arguments and results of this Section remain valid for
(extended) OGZ-algebras, associated with the quantum algebra Uq(gln), see
[8, Section 5].

4. Mickelsson algebras via TGWC

The aim of this Section is to show how to construct Mickelsson algebras using
the twisted generalized Weyl construction. We will use the presentation of
AZn given in Subsection 2.2. It will be more transparent to rewrite the weight
conditions in the following detailed form:

(1)

zihj = hjzi, j �= i, n+ 1;
zihi = (hi − 1)zi;

zihn+1 = (hn+1 + 1)zi;

z−ihj = hjz−i , j �= i, n+ 1;
z−ihi = (hi + 1)z−i;

z−ihn+1 = (hn+1 − 1)z−i;
Here i = 1, . . . , n. We set ti = z−izi , i = 1, . . . , n, and denote by R the
algebra generated by t1, . . . , tn over the field Dn+1.
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Lemma 4.1. The algebra R is commutative.

Proof. First we will show that the elements ti commute pairwise. As zi
and zj commute if i and j have different signs, we have ti tj = z−iziz−j zj =
z−iz−j zizj = α−i,−j z−j z−iαi,j zj zi . From the definition we get αi,j = α−1

j,i =
α−1
−i,−j and hence

ti tj = φi,j

φ+i,j
z−j z−i

φ+i,j
φi,j

zj zi .

From (1) it follows that z−iφi,j = φ+i,j z−i and thus z−iφ+i,j φ
−1
i,j = (φ+i,j +

1)(φ+i,j )−1z−i . We get

ti tj = φi,j

φ+i,j
z−j z−i

φ+i,j
φi,j

zj zi = φi,j

φ+i,j
z−j

φ+i,j + 1

φ+i,j
z−izj zi

= φi,j

φ+i,j

φ+i,j
φi,j

z−j z−izj zi = z−j z−izj zi = tj ti .

To complete the proof, it is sufficient to check that hj ti = tihj for all
i = 1, 2, . . . , n, j = 1, 2, . . . , n + 1. By (1), we have hj ti = hjz−izi =
z−izihj = tihj if j �= i, n+1; hiti = hiz−izi = z−i (hi−1)zi = z−izihi = tihi

and hn+1ti = hn+1z−izi = z−i (hn+1 + 1)zi = z−izihn+1 = tihn+1.

Define the endomorphisms σi , i = 1, 2, . . . , n, of R as follows:

σi(hk) = hk, k �= i, n+ 1; σi(hi) = hi − 1; σi(hn+1) = hn+1 + 1;
σi(tj ) =

φ−i,j
φ−i,j − 1

tj , j < i; σi(tj ) = φi,j

φ−i,j
tj , j > i; σi(ti)=

n∑
k=1

βi,ktk+γi.

We remark that σi(ti) = ziz−i directly by the definition.

Lemma 4.2. Each endomorphism σi is in fact an automorphism of R.

Proof. Define the endomorphism σ−1
i as follows:

σ−1
i (hk) = hk, k �= i, n+1; σ−1

i (hi) = hi+1; σ−1
i (hn+1) = hn+1−1;

σ−1
i (tj ) =

φ−i,j
φi,j

tj , j < i; σ−1
i (tj ) = φi,j

φ+i,j
tj , j > i;

σ−1
i (ti) = 1

σ−1
i (βi,i)

(
ti − σ−1

i

(∑
k �=i

βi,ktk − γi

))
.
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One can easily check that σi ◦ σ−1
i = σ−1

i ◦ σi is the identity, completing the
proof.

Lemma 4.3.
(1) zir = σi(r)zi for all r ∈ R, i = 1, 2, . . . , n.

(2) z−i r = σ−1
i (r)z−i for all r ∈ R, i = 1, 2, . . . , n.

(3) ti tj = σ−1
i (tj )σ

−1
j (ti), i �= j .

Proof. From (1) it follows that the first two statements hold for r ∈ Dn+1.
So, it is enough to check it for all tj . Let j �= i. We have zi tj = ziz−j zj =
z−j zizj = z−jαi,j zj zi = σ−1

j (αi,j )tj zi and z−i tj = α−i,−j tj z−i . For j < i we
have αi,j = φi,j /φ

−
i,j and hence

σ−1
j (αi,j ) = σ−1

j

(
hi − hj + j − i

hi − hj + j − i − 1

)
= φ−i,j

φ−i,j − 1
.

For j > i we have αi,j = φ+i,j /φi,j and hence

σ−1
j (αi,j ) = σ−1

j

(
hi − hj + j − i + 1

hi − hj + j − i

)
= φi,j

φ−i,j
.

Moreover, α−i,−j = αj,i = φ−i,j /φi,j for j < i and α−i,−j = α−1
i,j = φi,j /φ

+
i,j

for j > i. Finally, for r = ti we have zi ti = ziz−izi = σi(ti)zi and, expressing

ti from ziz−i =
n∑

k=1

βi,ktk + γi and using the definition of σ−1
i (see the proof

of Lemma 4.2), we get

z−i ti = z−i
(

1

βi,i

(
ziz−i −

∑
k �=i

βi,ktk − γi

))

= σ−1
i

(
1

βi,i

)(
ti − σ−1

i

(∑
k �=i

βi,ktk − γi

))
z−i = σ−1

i (ti)z−i .

The first and the second statements are proved.
The last statement follows immediately from the definition of σ−1

i and
Lemma 4.1.

Proposition 4.4. The automorphisms {σi, i = 1, 2, . . . , n} are pairwise
commuting.

Proof. We have to prove that σi(σj (r)) = σj (σi(r)) holds for all r ∈ R

and all i, j = 1, 2, . . . , n. It is easy to see that the equality holds for r ∈ Dn+1.
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Let r = tk , k �= i, j . Set rj,k = φ−j,k/(φ
−
j,k − 1) for k < j and rj,k = φj,k/φ

−
j,k

for k > j . Then σj (tk) = rj,ktk , j �= k, and we have

σi(σj (tk)) = σi(rj,ktk) = rj,kσi(tk) = rj,kri,ktk

= ri,krj,ktk = ri,kσj (tk) = σj (ri,ktk) = σj (σi(tk)).

To complete the proof we have only to consider the (most non-trivial) case
r = ti . First we assume i < j . By the definition of σ ’s we have

σi(σj (ti)) = σi

(
φ+i,j

φ+i,j + 1
ti

)
= φi,j

φ+i,j

( n∑
k=1

βi,ktk + γi

)
,(2)

σj (σi(ti)) =
n∑

k=1

σj (βi,k)σj (tk)+ σj (γi)(3)

= S1 + S2 + σj (βi,j )σj (tj )+ σj (γi),

where S1 =∑j−1
k=1 σj (βi,k)σj (tk) and S2 =∑n

k=j+1 σj (βi,k)σj (tk). We want to
rewrite our expressions for S1 and S2.

Recall that βi,k = δ−i γi,kδ
+
k . By the definition of δ’s and γ ’s we have

σj (γi,k) = γi,k and

σj (δ
−
i ) = σj

( n∏
l=i+1

φ−i,l
φi,l

)
=

n∏
l=i+1
l �=i

φ−i,l
φi,l

· σj
(
φ−i,j
φi,j

)

=
n∏

l=i+1
l �=i

φ−i,l
φi,l

· φi,j

φ+i,j
= (φi,j )

2

φ−i,j φ
+
i,j

δ−i ;

σj (δ
+
k ) = σj

( n∏
l=k+1

φ+k,l
φk,l

)
=

n∏
l=k+1
l �=j

φ+k,l
φk,l

σj

(
φ+k,j
φk,j

)

=
n∏

l=k+1
l �=j

φ+k,l
φk,l

· φ
+
k,j + 1

φ+k,j
= φk,j (φ

+
k,j + 1)

(φ+k,j )2
δ+k .

And therefore

σj (βi,k) =
(φi,j )

2φk,j (φ
+
k,j + 1)

φ−i,j φ
+
i,j (φ

+
k,j )

2
βi,k.
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Since σj (tk) =
φ−j,k

φ−j,k − 1
tk =

φ+k,j
φ+k,j + 1

tk , we obtain

S1 = φi,j

φ+i,j

j−1∑
k=1

φi,jφk,j

φ−i,j φ
+
k,j

βi,ktk.

Similarly, we get the following new expression for S2:

S2 = φi,j

φ+i,j

n∑
k=j+1

φi,jφk,j

φ−i,j φ
+
k,j

βi,ktk.

Further, as σj (δ
+
j ) =

n∏
l=j+1

φj,l

φ−j,l
= 1

δ−j
, we have

σj (βi,j ) = σj (δ
−
i )σj (γi,j )σj (δ

+
j ) = (φi,j )

2

φ−i,j φ
+
i,j

δ−i ·
(−1)

φi,j

· 1

δ−j

= − φi,j

φ−i,j φ
+
i,j

· δ
−
i

δ−j
.

Finally,

σj (γi) = σj (δ
−
i φ
−
i,n+1) = σj (δ

−
i )σj (φ

−
i,n+1) =

(φi,j )
2

φ−i,j φ
+
i,j

δ−i (φ
−
i,n+1 − 1).

Inserting the obtained expressions to (3), and using φj,j = 0 we get
(4)

σj (σi(ti)) = φi,j

φ+i,j

j−1∑
k=1

φi,jφk,j

φ−i,j φ
+
k,j

βi,ktk + φi,j

φ+i,j

n∑
k=j+1

φi,jφk,j

φ−i,j φ
+
k,j

βi,ktk

− φi,j

φ−i,j φ
+
i,j

δ−i
δ−j

( n∑
k=1

βj,ktk + γj

)
+ (φi,j )

2

φ−i,j φ
+
i,j

δ−i (φ
−
i,n+1 − 1)

= φi,j

φ+i,j

( n∑
k=1

φi,jφk,j

φ−i,j φ
+
k,j

βi,ktk − δ−i
φ−i,j δ

−
j

n∑
k=1

βj,ktk − δ−i
φ−i,j δ

−
j

γj

+ φi,j

φ−i,j
δ−i (φ

−
i,n+1 − 1)

)
.
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Now we use

φi,jφk,j

φ−i,j φ
+
k,j

βi,k − δ−i
φ−i,j δ

−
j

βj,k = 1

φ−i,j

(
φi,jφk,j

φ+k,j
δ−i

1

φ+k,i
δ+k −

δ−i
δ−j

δ−j
1

φ+k,j
δ+k

)

= 1

φ−i,j

δ−i δ
+
k

φ+k,i

φi,jφk,j − φ+k,i
φ+k,j

= βi,k

φi,jφk,j − φ+k,i
φ−i,j φ

+
k,j

= βi,k

φi,jφk,j − φ+k,i
(φi,j − 1)(φk,j + 1)

= βi,k

φi,jφk,j − φ+k,i
φi,jφk,j − (φk,j − φi,j + 1)

= βi,k

and

− δ−i
φ−i,j δ

−
j

γj + φi,j

φ−i,j
δ−i (φ

−
i,n+1 − 1) = − δ−i

φ−i,j δ
−
j

δ−j φ−j,n+1 +
φi,j

φ−i,j
δ−i (φ

−
i,n+1 − 1)

= δ−i
φi,j (φ

−
i,n+1 − 1)− φ−j,n+1

φ−i,j

= δ−i
φi,jφ

−
i,n+1−(φ−i,n+1 − φ−j,n+1)−φ−j,n+1

φ−i,j

= δ−i
φ−i,n+1(φi,j − 1)

φ−i,j
= δ−i φ

−
i,n+1 = γi

to get from (4) the following:

σj (σi(ti)) = φi,j

φ+i,j

( n∑
k=1

βi,ktk + γi

)
.

Now from (2) we have σi(σj (ti)) = σj (σi(ti)) for i < j . The case j < i can
be treated using the same arguments, completing the proof.

Let B denote the TGWC, associated with R, {µi,j = 1}, {σi}, {ti}.
Theorem 4.5. AZn is isomorphic to the quotient B̂ of B modulo the ideal
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J , generated by XiXj −
φ+i,j
φi,j

XjXi , 1 ≤ i < j ≤ n, and YiYj − φi,j

φ+i,j
YjYi ,

1 ≤ i < j ≤ n.

Proof. From Lemmas 4.1–4.3 and Proposition 4.4 it follows that there is
a natural epimorphism φ : B→ AZn such that φ(r) = r , r ∈ R; φ(Xi) = zi
and φ(Yi) = z−i for all i = 1, 2, . . . , n. We have only to prove that the kernel
of φ coincides with J , but this follows immediately from the presentation of
AZn.

The discussion above motivates the study of the following natural question:
is it true that R � Dn+1[t1, . . . , tn]? It turns out that it is.

Proposition 4.6. The monomials t
k1
1 t

k2
2 . . . tknn Z

k1
1 Z

k2
2 . . . Zkn

n , where Zi =
zi orZi = z−i , form a basis ofAZn overDn+1, in particular,R � Dn+1[t1, . . . ,
tn].

Proof. Follows from the Diamond Lemma ([2, Theorem 1.2]) by standard
arguments.

5. Shapovalov forms on TGWC with applications to ˆA and B̂

LetA be the TGWC, associated with someR, M , {σi} and {ti}, i = 1, 2, . . . , n.
Assume that µi,j = µj,i for all i, j . In the rest of the paper we assume that R
is a domain.

Lemma 5.1. There is a unique anti-involution, ∗, on A such that (Xi)
∗ = Yi

for any i = 1, 2, . . . , n and r∗ = r for any r ∈ R.

Proof. The uniqueness is trivial as A is generated by R, all Xi and all
Yi . To prove the existence we realize A as the quotient of the free associative
R-algebra over {Xi}∪ {Yi}modulo the ideal I , generated by defining relations
(see Subsection 2.1). Clearly, if µi,j = µj,i , the ideal I is stable under the
corresponding antiinvolution on the free algebra, which induces the necessary
antiinvolution on A.

RegardA as a Zn-graded algebra in a natural way and denote by � : A→ A0

the graded projection on the zero component. For u, v ∈ A put F l(u, v) =
�(u∗v) ∈ A0 = R and F r(u, v) = �(uv∗) ∈ A0 = R. As we will see these
forms are quite analogous to the Shapovalov form ([11]), so we will call F l

the left Shapovalov form on A and F r the right Shapovalov form on A.

Lemma 5.2.

(1) F l : A× A→ R and F r : A× A→ R are R-bilinear form.
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(2) F l(xu, v) = F l(u, x∗v) and F r(u, vx) = F r(ux∗, v) for all u, x, v ∈
A.

(3) F l(u, v) = F l(v, u) and F r(u, v) = F r(v, u) for all u, v ∈ A.

(4) F l(Ag,Ah) = 0 and F r(Ag,Ah) = 0 for any g �= h ∈ Zn.

(5) The ideal, generated by the intersection of the kernels of F l and F r ,
coincides with the maximal graded ideal of A intersecting R trivially.

Proof. The first and the fourth statements are obvious. The second one
follows from F l(xu, v) = �((xu)∗v) = �(u∗x∗v) = F l(u, x∗v) and analog-
ous arguments work for F r . To prove the third one we note that r = r∗
for any r ∈ R = A0. Hence �(x) = �(x∗) for any x ∈ A and there-
fore F l(u, v) = �(u∗v) = �(v∗u) = F l(v, u). For F r one has F r(u, v) =
�(uv∗) = �(vu∗) = F r(v, u).

To prove the last statement we denote by I the maximal graded ideal of
A intersecting R trivially and by J the ideal, generated by the intersection of
the kernels of F l and F r . Let v ∈ I , deg(v) = g ∈ Zn. Then A−gv = 0 and
vA−g = 0 as I ∩ R = 0 and hence F l(u, v) = �(u∗v) = 0 and F r(v, u) =
�(vu∗) = 0 for any u ∈ Ag . This shows that I ⊂ J . By the definition, J is
a two-sided graded ideal of A. To prove J ⊂ I we need only to show that
J ∩ R = 0. Assume that x1, x2 ∈ A are graded elements and u is a graded
element from the intersection of the kernels of F l and F r . If deg(u) = g then
we have uA−g = A−gu = 0, as F l(A−g, u) = F r(u,A−g) = 0 . Suppose
that 0 �= r = x1ux2 ∈ R and consider the element t = x∗1x1ux2x1 ∈ R. We
have t = w(r)x∗1x1 for some w ∈ W . As w is an automorphism, all ti �= 0
and R is a domain, we get t �= 0. On the other hand, t = x∗1x1(ux2x1), where
x2x1 ∈ A−g . This implies t = 0, a contradiction. Thus J = I completing the
proof.

From the proof we get immediately the following.

Corollary 5.3. The intersection of the kernels of F l and F r coincides
with I .

Corollary 5.4. The kernel of F l coincides with I (and coincides with the
kernel of F r ).

Proof. For this it is enough to show that the kernel of F l is an ideal. It is
a graded left ideal, intersecting R trivially, because of the second statement of
Lemma 5.2. To get that it is a right ideal we use the last arguments from the proof
of Lemma 5.2. Let u be a graded element from the kernel of F l and assume that
ux does not belong to this kernel for some graded element x ∈ A. Then there
exists a graded element v ∈ A such that 0 �= vux = F l(v∗, ux) = r ∈ R.
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Now we consider the element v∗vuxv ∈ R and get the same contradiction as
in the proof of Lemma 5.2.

In the sequel we will use only the left Shapovalov form F l , which we will
denote simply by F and will call it the Shapovalov form on A. Corollary 5.4
allows us to formulate the following criterion for distinguishing a TGWA.

Corollary 5.5. Let A be as above and J be a graded two-sided ideal of A,
stable under ∗. Denote by F̃ the form induced by F on the quotient Ã = A/J .
Then Ã is isomorphic to the TGWA Â if and only if F̃ is non-degenerate on Ã.

Proof. Follows immediately from Corollary 5.4 and the definition of a
TGWA.

Corollary 5.6. Let A be as above and J be a graded two-sided ideal of
A, stable under ∗ and Ã = A/J . Assume that each Ãg , g ∈ Zn is a cyclic left
R-module. Then Ã is a TGWA.

Proof. Fix 0 �= g = (g1, g2, . . . , gn) ∈ Zn. For i = 1, 2, . . . , n set Zi =
Xi and Z−1

i = Yi . Then vg = Z
g1
1 . . . Z

gn
n generates Ãg as a left R-module. For

any 0 �= r, r ′ ∈ R the value F̃ e(rvg, r
′vg) is a product of non-zero elements

from R, hence non-zero. Now the statement follows from Corollary 5.5.

Corollary 5.7. The algebras ˆA and B̂ are TGWA.

Proof. First we remark that µi,j = µj,i = 1 in all cases. In both cases the
zero component is a polynomial ring over a field, hence is a domain. From
Theorems 3.6 and 4.5 it also follows that all graded components are cyclic left
modules over the zero component and the statement follows from Corollary 5.6.

6. Application of the Shapovalov form to construction of simple
weight modules over a TGWA

Assume that we are in the situation of the previous Section with A and Â being
a TGWC and a TGWA respectively. Let F (resp. F̂ ) denote the Shapovalov
form on A (resp. Â). Our aim here is to use F̂ for construction of simple weight
Â-modules.

Consider Â as a regular left Â-module and fix an ideal, �, inR. SetN(�) =
{x ∈ Â | F̂ (x, y) ∈ � for any y ∈ Â}. Recall that � denotes the set of
maximal ideals of R.

Lemma 6.1.

(1) N(�) is a graded submodule of Â;

(2) N(�)0 = �;
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(3) If � ∈ � then M(�) = Â/N(�) is a simple graded Â-module.

Proof. Let x ∈ N(�) and a ∈ Â. Then F̂ (ax, y) = F̂ (x, a∗y) ∈ � for
any y ∈ Â and hence ax ∈ N(�). Therefore N(�) is a submodule of Â. As
F̂ separates the graded components of Â, N(�) is automatically graded. This
proves the first statement. As A is unital, the second statement is obvious.

Finally, assume that � ∈ �. Let v ∈ Âg for some g ∈ Zn such that its
image is non-zero in M(�)g . Then there exists a graded element, y ∈ Â, such
that F̂ (y, v) �∈ � and hence the image of y∗v in R/� is also non-zero. As �
is maximal, R/� is a field and hence the image of Âv contains M(�)0, which
clearly generates M(�). This completes the proof.

From Lemma 6.1 it also follows that N(�) is the maximal graded submod-
ule of Â whose intersection with Â0 equals �. From this it follows that, up to
a shift of grading, all weight simple (Zn-) graded Â-modules are exhausted by
{M(�)}.

Corollary 6.2. Let � ∈ � such that g(�) �= � for any 0 �= g ∈
grsupp(M(�)). Then the module M(�) is a simple weight Â-module such
that M(�)� �= 0. Moreover, if g(�) �= � for any 0 �= g ∈ Zn, then M(�) is
the unique simple weight Â-module such that M(�)� = M(�)0 �= 0.

Proof. As M(�) is generated by a weight element (any non-zero element
from M(�)0), it is a weight module. Under our assumptions, R separates the
graded components ofM(�), i.e. the graded decomposition ofM(�) coincides
with its weight decomposition. This implies that M(�) is a simple Â-module.
In the case g(�) �= � for any 0 �= g ∈ Zn its uniqueness follows easily from
general nonsense (see [3, Theorem 18] or Proposition 7.2 below).

Remark 6.3. Note that Corollary 6.2 is an extension of [6, Theorems 1]
and a partial extension of [6, Theorem 2] to a wider class of TGWA. The direct
construction of modules used in [6, Theorem 1] can be applied only to TGWA
considered in [6], the later being associated with a biserial graph. In the present
paper and in Corollary 6.2 we have removed this restriction. This is important,
as the natural presentation of both ˆA and B̂ obtained above does not fit in the
framework of [6]. At the same time, the results of this Section can be applied
to both ˆA and B̂. In the next Section we will also present a construction of a
new class of modules for TGWA.

7. Towards the classification of simple weight modules over a TGWA

We assume that we are in the situation of Section 6 and retain the notation
from it. Fix � ∈ � and set W(�) = {w ∈ Zn | w(�) = �}. Then W(�) is
an abelian group of finite rank and we can fix a set of independent generators,
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{s1, . . . , sk}ofW(�). Denote byB = B(�) the graded subalgebra⊕g∈W(�)Ag

of A. Clearly R ⊂ B.

Lemma 7.1. A is a Zn/W(�)-graded left (right) B-module and A0 � B

with respect to this gradation.

Proof. Obvious.

Proposition 7.2. The functor X �→ X� induces a natural bijection
between simple weightA-modulesM such thatM� �= 0 and simpleB-modules
N such that �N = 0 (or, in other words, with simple B/(�)-modules).

Proof. LetM be a simple weightA-module such thatM� �= 0. Asw(�) =
� for any w ∈ W(�), we get BM� ⊂ M� and hence our functor is well-
defined. Assume that N ⊂ M� is a non-zero B-submodule. Then AN is an
A-submodule of M and (AN)0 = N with respect to Zn/W(�)-grading by
Lemma 7.1 (this is equivalent to AN ∩ M� = N ). The last contradicts the
simplicity of M .

Conversely, let N be a simple B-modules such that �N = 0. Then the
A-module M = A⊗B N is clearly a weight A-module with supp(M) ⊂ W ·�
and it surjects on any weight A-module V , generated by V� such that V� � N

as a B-module. From Lemma 7.1 it also follows that M� = N , in particular,
M �= 0. Denote by M ′ the sum of all submodules of M , whose intersection
withM� is zero. ThenM/M ′ is a simple weightA-module and (M/M ′)� �= 0.
Now one sees that the constructed maps are inverse to each other, completing
the proof.

By Proposition 7.2, the classification of simple weight A-modules is re-
duced to the classification of modules over certain subalgebras of A. The
simplest case, namely B = R, can be treated by methods presented in Sec-
tion 6. Below we will present some results on the structure of B in some cases,
when W(�) is non-trivial. In particular, we show that in many cases this al-
gebra is commutative. Denote by T the set of all l such that gl occurs in the
reduced decomposition of some si and by WT the group, generated by all σl ,
l ∈ T . In the sequel we assume that for any r ∈ R and any w ∈ W(�) the
actions of r and w(r) on M(�) coincide (this is true, for example, in the case
W � Zn/W(�)).

Lemma 7.3. Assume that µi,j = 1 for all i, j and for any i, j there is
no l such that the generators si and sj both contain g±1

l in their reduced
decomposition. Also assume that for any l ∈ T the element tl is an invertible
operator on M(�). Then B/(�) is commutative.

Proof. First we note that, under the conditions of the lemma, all operators
w(ti), w ∈ WT are invertible in B/(�).
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It is sufficient to prove that Asi commutes with Asj for any i, j , which we fix

throughout the proof. Let si = g
m1
i1

. . . g
ma

ia
g
−l1
j1

. . . g
−lu
ju

and sj = g
c1
b1
. . . g

ct
bt
g
−q1
r1

. . . g
−qp
rp . Denote X(si)=Xm1

i1
. . . X

ma

ia
, X(sj )=Xc1

b1
. . . X

ct
bt

, Y (si)=Y l1
j1

. . . Y
lu
ju

,

Y (sj ) = Y
q1
r1 . . . X

qp
rp . Under the conditions of lemma we have that all lower

indices of X’s and Y ’s are different. Set σX(si ) = σ
m1
i1

. . . σ
ma

ia
, σX(sj ) =

σ
c1
b1

. . . σ
ct
bt

, σY(si ) = σ
l1
j1

. . . σ
lu
ju

and σY(sj ) = σ
q1
r1 . . . σ

qp
rp . We divide the proof

into a sequence of steps.

Step 1. First we prove the equalities

σ−1
Y (sj )

(X(si)
∗X(si))σ

−1
X(si )

(Y (sj )Y (sj )
∗) = X(si)

∗X(si)Y (sj )Y (sj )
∗;

σ−1
X(sj )

(X(si)
∗X(si))σ

−1
X(si )

(X(sj )
∗X(sj )) = X(si)

∗X(si)X(sj )
∗X(sj );

σ−1
Y (sj )

(Y (si)Y (si)
∗)σ−1

Y (si )
(Y (sj )Y (sj )

∗) = Y (si)Y (si)
∗Y (sj )Y (sj )

∗;

σ−1
Y (si )

(X(sj )
∗X(sj ))σ

−1
X(sj )

(Y (si)Y (si)
∗) = X(sj )

∗X(sj )Y (si)Y (si)
∗.

We will prove only the first one and all other can be done analogously. We start
with Y (sj )X(si) = X(si)Y (sj ). Multiplying with Y (sj )

∗ from both sides and
by X(si)

∗ from the left we get

X(si)
∗Y (sj )

∗Y (sj )X(si)Y (sj )
∗ = X(si)

∗Y (sj )
∗X(si)Y (sj )Y (sj )

∗.

Hence

X(si)
∗X(si)Y (sj )

∗σ−1
X(si )

(σ−1
Y (sj )

(Y (sj )
∗Y (sj )))

= Y (sj )
∗X(si)

∗X(si)Y (sj )Y (sj )
∗.

Therefore

Y (sj )
∗σ−1

Y (sj )
(X(si)

∗X(si))σ
−1
X(si )

(σ−1
Y (sj )

(Y (sj )
∗Y (sj )))

= Y (sj )
∗X(si)

∗X(si)Y (sj )Y (sj )
∗.

Now we can multiply the last equality with Y (sj ) from the left. The ele-
ment Y (sj )Y (sj )

∗ decomposes into a product of w(tl), l ∈ T , w ∈ WT . As
these elements are invertible in B/(�), we get the desired equality as soon as
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σ−1
Y (sj )

(Y (sj )
∗Y (sj )) = Y (sj )Y (sj )

∗. The last follows from the equalities

Y (sj )Y (sj )
∗ =

u∏
d=1

σ
−ld−1
jd−1

◦ . . . ◦ σ−l1j1

(
tjd σ

−1
jd

(tjd ) . . . σ
−(ld−1)
jd

(tjd )
)
,

Y (sj )
∗Y (sj ) =

u∏
d=1

σ
ld+1
jd+1
◦ . . . ◦ σ lu

ju

(
σjd (tjd )σ

2
jd
(tjd ) . . . σ

ld
jd
(tjd )

)

checked by direct calculation.
Step 2. We proceed with the following equalities:

X(si)X(sj )X(si)
∗X(si)=X(sj )X(si)σ

−1
X(sj )

(X(si)
∗X(si));

X(si)X(sj )σ
−1
X(si )

(X(sj )
∗X(sj ))=X(sj )X(si)X(sj )

∗X(sj );
Y (si)Y (sj )σY(si )(Y (si)Y (si)

∗)=Y (sj )Y (si)σY(sj )(σY(si )(Y (si)Y (si)
∗));

Y (si)Y (sj )σY(sj )(σY(si )(Y (sj )Y (sj )
∗))=Y (sj )Y (si)σY(sj )(Y (sj )Y (sj )

∗)

and again will prove only the first one. We have X(si)
∗X(sj ) = X(sj )X(si)

∗.
Multiplying with X(si) from both sides and moving X(si)

∗X(si) we get the
necessary equality.

Step 3. Finally, we have:

Y (si)X(si)Y (sj )X(sj ) = Y (si)Y (sj )X(si)X(sj ) = Y (sj )Y (si)

· σY(sj )(σY(si )(Y (si)Y (si)
∗))(σY(si )(Y (si)Y (si)

∗))−1X(sj )X(si)X(sj )
∗X(sj )

·(σ−1
X(si )

(X(sj )
∗X(sj )))

−1 = Y (sj )Y (si)X(sj )X(si) = Y (sj )X(sj )Y (si)X(si).

Lemma 7.4. Assume that σ k
i (�) = �, k ∈ N, all tj are invertible operators

on M(�) and µi,j = 1 for all i, j . Then for any a ∈ Â and any v ∈ M(�) the
equality a(Xk

i (v)) = Xk
i (a(v)) holds. In particular, the map v �→ Xk

i (v) is an
automorphism of M(�).

Proof. We need to check the necessary equality on generators. For a ∈ R

this follows from σ k
i (�) = � and our assumption on the action of R on M(�),

for a = Yj , j �= i, this follows from µi,j = 1. For a = Xi this is obvious. Let
a = Yi . We have

YiX
k
i (v) = tiX

k−1
i (v) = tiX

k−1
i XiYi(σi(ti))

−1(v)

= Xk
i Yiσ

−k+1
i (ti)(σi(ti))

−1(v) = Xk
i Yi(v).
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Now let a = Xj , j �= i. We have

XjX
k
i (v) = Xk

i Xjσ
−k
i (tj )t

−1
j (v) = Xk

i Xj (v).

Remark 7.5. We note that in general the algebraB/(�) is not commutative.
Indeed, take n = 3, R = C[t], σ1 = σ2 = σ3 : t �→ −t , t1 = t2 = t3 = t ,
µi,j = 1 for all i, j . Clearly t2 = ti tj = σ−1

i (tj )σ
−1
j (ti) = (−t)(−t) = t2 and

σ−1
1 σ3 = σ−1

2 σ3 = e. But Y1X3Y2X3 = −Y2X3Y1X3.

Now we want to show that this is a common feature, in fact, we will show
that the graded elements in B either commute or anticommute in their action
on M(�).

Lemma 7.6. Assume that W(�) ⊂ grsupp(M(�)). Then the actions ti :
M(�)� → M(�)� and σi(ti) : M(�)� → M(�)� are bijective for any i ∈ T

and any � ∈ supp(M(�)).

Proof. Assume that � = g(�), g ∈ Zk , and gi occurs with a non-zero
coefficient in the decomposition of sj . Consider a generator, Z, of Âsj having
the form Z = Z′Zi , where Zi = Xi or Zi = Yi . Since sjg ∈ grsupp(M(�)),
we have that the map Z∗Z : M(�)� → M(�)� is a bijection. Taking into
account that W(�) is a group, we get σ±1

i : supp(M(�))→ supp(M(�)). If
Zi = Xi we have ti �∈ � and if Zi = Yi we have σi(ti) �∈ �. As � is arbitrary
and � is a maximal ideal, the proof is finished.

From now on we will work under the assumption on the groupW(�), which
appeared in the previous Lemma: W(�) ⊂ grsupp(M(�)). We recall that we
also assume R to be a domain. Now we want to extend the ring R in order to
be able to take square roots of the elements ti ∈ T . Let T ′ be the subset of
T consisting of all those i such that there does not exist t̂i ∈ R with t̂2

i = ti
(for i ∈ T \ T ′ we fix such t̂i). Let P = R[xi

w | w ∈ W, i ∈ T ′]. Setting
σj (x

i
w) = xi

σj ·w we extend σj to an automorphism of P . These extensions
commute for different j and we get an action of W on P by automorphisms.
Let I be the minimal ideal of P , containing all (xi

0)
2− ti (here 0 is the identity

element in W , the last being viewed as a quotient of Zk) and stable under W -
action. Set R′ = P/I , clearly R can be naturally identified with polynomials
of zero degree in R′. Let Â′ denote the TGWA associated with R′, M , {σi}, ti .

Lemma 7.7. The ideal �′, generated by all axi
w+b, a, b ∈ � is a maximal

ideal of R′, whose intersection with R equals �.

Proof. Follows by direct calculation.

The inclusion R ⊂ R′ induces a natural inclusion R/� ⊂ R′/�′, which
induces an inclusion of M(�) to M(�′) as Â-modules.
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Lemma 7.8. Let g, h ∈ W(�), a ∈ Â′g , b ∈ Â′h, v ∈ M(�′). Then

abv = ±bav. In particular, abv = ±bav for any a ∈ Âg , b ∈ Âh, v ∈ M(�).

Proof. First we note that from Lemma 7.6 it follows that all xi
0, σi(x

i
0),

i ∈ T ′ and all t̂i , σi(t̂i ), i ∈ T ′ \ T ′ are invertible operators on M(�′).
We will write

√
ti = t̂i , i ∈ T \ T ′ and

√
ti = xi

0, i ∈ T ′. By definition
we have

√
σi(tj ) = σi(

√
tj ). Consider the elements X′i = Xi(

√
ti)
−1 and

Y ′i = Yi(
√
σi(ti))

−1, i ∈ T acting on M(�′). We claim that all these elements
(anti)commute (till the end of this proof all the equalities will be operator
equalities on M(�)). Indeed, the only non-trivial relations to be checked are
X′jY

′
i = ±Y ′i X′j , X′jX

′
i = ±X′iX′j and Y ′j Y

′
i = ±Y ′i Y ′j (i, j ∈ T ). We will do

the first and the second ones, the third follows by applying ∗ to the second.
For the first one we start with the case i = j and have

X′iY
′
i = Xi(

√
ti)
−1Yi

(√
σi(ti)

)−1 = XiYi(σi(ti))
−1 = 1

= YiXit
−1
i = Yi

(√
σi(ti)

)−1
Xi

(√
ti
)−1 = Y ′i X

′
i .

For i �= j we have

X′iY
′
j = Xi(

√
ti)
−1Yj

(√
σj (tj )

)−1 = XiYj

(√
σj (ti)

)−1 (√
σj (tj )

)−1

= ±µi,jYjXi

(√
σ−1
i (σj (tj ))

)−1

(
√
ti)
−1 = ±Y ′jX′i ,

where we have used the equality ti tj = µ2
i,j σ

−1
i (tj )σ

−1
j (ti).

For the second one we start with XiXjYiXi = µj,iXiYiXjXi , which is
equivalent to XiXj ti = µj,iσi(ti)XjXi . We proceed as follows:

XiXj ti = µj,iσi(ti)XjXi ⇔ X′i
√
tiX
′
j

√
tj ti = µj,iσi(ti)X

′
j

√
tjX
′
i

√
ti

⇔ X′iX
′
j

√
σ−1
j (ti)

√
tj ti = µj,iX

′
jX
′
iσ
−1
j (ti)

√
σ−1
i (tj )

√
ti .

As ti tj = µ2
j,iσ

−1
j (ti)σ

−1
i (tj ) and R is a domain, we have the equality√

σ−1
j (ti)

√
tj ti = ±µj,iσ

−1
j (ti)

√
σ−1
i (tj )

√
ti .

The necessity follows now from the invertability of the later elements.
Now write a = r1a

′ and b = r2b
′, where r, i ∈ R′ and both a′ and b′ are

products of X′i and Y ′i . As g, h ∈ W(�), we have ra′ = a′r and rb′ = b′r
for any r ∈ R′. Finally, on M(�) we have ab = r1a

′r2b
′ = r1r2a

′b′ =
±r1r2b

′a′ = ±r2b
′r1a

′ = ±ba, as desired.
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Corollary 7.9. Under the conditions of Lemma 7.8 the equality xy =
±yx holds for any graded elements x, y ∈ B/(�).

Proof. Follows from the fact that the representation of B/(�) in M(�) is
faithful.

Remark 7.10. Representations of the algebras, whose generators (anti)-
commute, were intensively studied. In particular, in [10] one can find a com-
plete classification of unitarizable simple modules over the complex skew-
polynomial ring of this form.

Lemma 7.11.

(1) Let N be a simple graded Â-module, generated by a graded element,
v, such that �v = 0. Then the map 1̄ �→ v can be extended to an
isomorphism from M(�) onto N .

(2) For any j = 1, . . . , k there exists a graded automorphism, φj , of the
module M(�) such that φj (M(�)g) = M(�)gsj .

Proof. The first statement follows from the construction of M(�). The
second statement follows from Lemma 6.1 and the first one, if one remarks
that �M(�)si = 0.

Assume that the automorphisms φj , given by Lemma 7.11, commute (e.g
this is the case of Lemma 7.4 if the group W(�) is generated by g

ki
i , i ∈

T ). Let G be the group which is generated by all φj , given by Lemma 7.11.
Clearly, G � W(�), as G is commutative and we can fix the isomorphism ψ :
W(�)→ G, sending sj to φj , j = 1, 2, . . . , k. Recall that we have assumed
that W(�) grsupp(M(�)) ⊂ grsupp(M(�)). Let K be a set of representatives
of all orbits of W(�) acting on grsupp(M(�)). As grsupp(M(�)) ⊂ Zn,
the elements of a fixed orbit bijectively correspond to elements of W(�).
Consider the R-module M(�,K) = ⊕g∈KM(�)g . To define an action of
Xi and Yi on M(�,K) observe first that if v ∈ M(�)g , g ∈ K , then there
exists a unique element, h ∈ W(�) (it depends on Xi , Yi , g and K), such that
h(σi(g)) ∈ K (resp. h(σ−1

i (g)) ∈ K). Let now Xi · v = ψ(h)(Xi(v)) (resp.
Yi · v = ψ(h)(Yi(v))).

Theorem 7.12. M(�,K) is a simple weight Â-module.

Proof. The statement about simplicity is obvious, since R will separate the
components of M(�,K) graded by the quotient of W modulo the image of
W(�) in it. So, we have to show that M(�,K) is a Â-module, for which it is
necessary to check all the relations from the definition of Â. Letu =∑

i ui = 0
be a graded relation with monomial ui . Then on M(�,K) our relation will
take the form

∑
i γi(ui(v)) = 0, v ∈ M(�,K), for some γi ∈ G. The
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commutativity of W(�) implies that all γi do not depend on i. Denoting this
common element by γ , we get γ (

∑
i ui(v)) = 0. The last is true since M(�)

is a Â-module. This completes the proof.

Finally, note that Corollary 6.2 and Theorem 7.12 can be used to construct
simple weight modules over ˆA and B̂. In the case of algebra ˆA the ring Q
is quite simple and it follows directly from the definition of σi that W � Zn

and w(�) �= � for any � ∈ �(Q) and any 0 �= w. In the second case the
situation is worse since R is a polynomial ring over the field Dn+1, which is
not algebraically closed. This requires more technical efforts (as description
of W -orbits on R and maximal ideals in R) in each concrete case.
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