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INVARIANT FUNDAMENTAL SOLUTIONS AND
SOLVABILITY FOR GL�n;C�=U�p; q�

NILS BYRIAL ANDERSEN

0. Introduction

Let G=H be a reductive symmetric space and let D : C1�G=H� ! C1�G=H�
be a non-trivial G-invariant differential operator. An invariant fundamental
solution for D is a left-H-invariant distribution E on G=H solving the dif-
ferential equation:

DE � �;
where � is the Dirac measure at the origin of G=H.
Consider now the reductive symmetric space G=H � GL�n;C�=U�p; q�.

Let aq be a fundamental Cartan subspace for G=H (the `most compact'
Cartan subspace) and let Aq be the associated Cartan subset of G=H, iden-
tified with a real abelian subgroup of G. For every non-trivial G-invariant
differential operator D we let q�D� be the differential operator with constant
coefficients on Aq defined via the Harish-Chandra isomorphism. We use the
Plancherel formula for GL�n;C�=U�p; q�, obtained by Bopp and Harinck in
[4], to construct invariant fundamental solutions for G-invariant differential
operators D on G=H for which the differential operator q�D� has a funda-
mental solution, i.e. a distribution Tq on Aq solving the differential equation:

q�D�Tq � �q;
where �q is the Dirac measure at the origin of Aq.
This result is similar to the results obtained by Benabdallah and Rouvie© re

for semisimple Lie groups, see [2, Thëore© me 1]. Their and our approach can
be seen as a generalization of the method used by Ho« rmander to find fun-
damental solutions for non-zero differential operators with constant coeffi-
cients on Rn, see [7, p.189f].
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We remark, since G=H is a split symmetric space, that the existence of an
invariant fundamental solution for a G-invariant differential operator D on
G=H implies solvability of D, in the sense that DC1 G=H� � � C1 G=H� �, see
e.g. [1, p. 301f].

1. Structure of X � GL�n;C�=U�p; q�
Most of the contents of this section (and some of the next) are taken from [3]
and [4]. Note though, that our notation may be different.
Let p and q be two integers such that 0 � q � p and let n � p� q. Let J be

the diagonal matrix in Mn�C� defined by:

J � Ip 0
0 ÿIq

� �
;

where Ip (Iq) is the identity element of Mp�C� (Mq�C�). Let G � GL�n;C�.
Define an involution �G of G by:

�G�g� � J�g��ÿ1J; g 2 G;
where g� denotes the conjugated transpose of g. The classical Cartan in-
volution is given by: ��g� � �g��ÿ1, and we observe that the two involutions
commute. Let H � U�p; q�, respectively K � U�n�, be the subgroup of fixed
elements of �G, respectively of �. Then G=H is a reductive symmetric space
of type GC=GR (i.e.G complex and H a real form of G).
Define a map ' of G into G by:

'�g� � g�G�g�ÿ1 � gJg�J; g 2 G:
We deduce, since H is the subgroup of fixed elements of �G, that ' induces
an injection, also denoted ', from G=H into G. The image of ', denoted by
X, is a closed submanifold of G, see [8, p.402], and ' is seen to be a G-iso-
morphism from G=H onto X, equipped with the G-action: g � x � gx�G�g�ÿ1;
x 2 X; g 2 G. We will in the following use this realization of G=H. We note
that the action of H on X is given by the adjoint action of H on X � G, since:
h � x � hxhÿ1; x 2 X; h 2 H.
Let g �Mn�C� denote the Lie algebra of G and let �g denote the involu-

tion on g given by the differential of �G, i.e.:

�g�X � � ÿJX�J; X 2 g:
Let g � h� q be the decomposition of g into the �1-eigenspaces of �g,
where:
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h � fX 2Mn�C�jX � �g�X �g � A B
B� C

� � A 2Mp�C� andA� � ÿA
B 2Mp;q�C�
C 2Mq�C� andC� � ÿC

�������
9>=>;;

8><>:
is the Lie algebra of H, and:

q � fX 2Mn�C�jX � ÿ�g�X �g � ih:

Let x 2 X, then x � g�G�g�ÿ1 � gJg�J for some g 2 G, whence �g�x� �
ÿJ�gJg�J��J � ÿgJg�J � ÿx, and we see that X � q. We conclude by
dimension considerations, that X is an open subset of q, and that we can
consider X � q as an open submanifold of q, equipped with the inherited
differential structure.
The classical Cartan involution � on g is given by: ��X � � ÿX�; X 2 g.

The Cartan decomposition of g into the �1-eigenspaces of � is given
by: g � k� p, where k � fX 2 gj��X � � Xg is the Lie algebra of K , and
p � fX 2 gj��X � � ÿXg.
Let exp denote the (matrix-)exponential map of g �Mn�C� into

G � GL�n;C�.
Cartan subalgebras and Cartan subspaces
A Cartan subspace a for X is defined (cf. [8, ½1]) as a maximal abelian

subspace of q consisting of semisimple elements. We see, since h is a real
form of g, that a is a Cartan subspace for X if and only if ia is a Cartan
subalgebra of h. The Cartan subset A of X associated to a Cartan subspace a
for X, is defined (cf. [8, ½1]) as the centralizer of a in X, A � ZX�a�, under the
adjoint action of X considered as a subset of G.
There exist q� 1 H-conjugacy classes of Cartan subspaces for X. A family

of �-stable representations hereof, fakgk�0;...;q, is given by:

ak � H�t; u; �� �

u1 �1
� �

uk �k
t1
�

tnÿ2k
ÿ�k uk

� �
ÿ�1 u1

0BBBBBBBBBBBB@

1CCCCCCCCCCCCA

8>>>>>>>>>>>><>>>>>>>>>>>>:

9>>>>>>>>>>>>=>>>>>>>>>>>>;
;

where t� �t1; . . . ; tnÿ2k� 2 Rnÿ2k, u� �u1; . . . ;uk� 2 Rk and � � ��1; . . . ; �k� 2 Rk.
We note that detH�t;u; �� �Qnÿ2k

j�1 t2j
Qk

l�1�u2l � �2l � � 0, for H�t;u; �� 2 ak.
Remarks. We see that the (maximal split) Cartan subspace a0 is contained

in p \ q, so X � G=H is a split symmetric space. The intersection aq \ k is a
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maximal abelian subspace of k \ q, hence aq is by definition a fundamental
Cartan subspace for X � G=H (the `most compact' Cartan subspace).

The Cartan subsets Ak � ZX�ak�; k 2 f0; . . . ; qg, are, since X � q, given by:
Ak � X \ ak (let a 2 X, then: a 2 ZX�ak� , Ad�a�X � aXaÿ1 � X ; 8X 2 ak
, aX � Xa; 8X 2 ak , a 2 ak (by maximality of ak)) and are thus open
subsets of ak. It is easily seen that Ak is a closed subgroup of G, hence a real
abelian Lie subgroup of G with Lie algebra ak. There are p�qÿ2k

qÿk
� �

con-
nected components of Ak, see [4, p.51] for further details, with identity com-
ponent given by expak.
We denote by �k � ��g;ak� the root system of the pair �g;ak;C�, where

ak;C � ak � iak. Let H�t; u; �� 2 ak and let �1; . . . ; �n be the eigenvalues of
the matrix H�t; u; �� 2Mn�C� ordered as below:

u1 � i�1; . . . ; uk � i�k; t1; . . . ; tnÿ2k; uk ÿ i�k; . . . ; u1 ÿ i�1:

The roots of �k are given by the applications:

�k � fH�t; u; �� 7! �l ÿ �jjl 6� jg:
We define the positive roots, denoted by ��k , of �k as:

��k � fH�t; u; �� 7! �l ÿ �jjl > jg:
We say that a root � 2 �k is real, respectively imaginary or complex, if it

is real-valued, respectively imaginary-valued, or neither real- nor imaginary-
valued, on the Cartan subspace ak. The set of real roots, positive real roots,
imaginary roots, positive imaginary roots, complex roots and positive com-
plex roots are denoted by �k;R, ��k;R, �k;I , ��k;I , �k;C and ��k;C respectively.
The positive real roots, ��k;R, are given by the applications:

��k;R � fH�t; u; ��7!tl ÿ tjj1 � j < l � nÿ 2kg:
Let Wk denote the Weyl group associated to the root system �k. We

identify Wk with the permutation group Sn, acting on the n eigenvalues of
elements in ak. Let D�X� denote the algebra of G-invariant differential op-
erators on X, let S�ak� be the symmetric algebra of the complexification of
ak and let I�ak� � S�ak�Wk be the subalgebra of Wk-invariants hereof. The
two algebras D�X� and I�ak� are isomorphic for all k 2 f0; . . . ; qg, see
[4, Thëore© me 2.1] for details. We let k denote the isomorphism from D�X�
onto I�ak� defined on [4, p.59].
The algebra S�ak� can be identified with the algebra of differential opera-

tors on the Lie group Ak with constant coefficients, by means of the action
generated by:

Xf �a� � d
dt
f �exp tX � a�jt�0;

for X 2 ak, where f 2 C1�Ak� and a 2 Ak.
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We extend the Killing form B on sl�n;C� to g by: B�X ;Y � � 2nTrXY , for
X ;Y 2 g. This gives a canonical isomorphism between the algebra ak;C and
the complex dual a�k;C of ak. For every root � 2 �k, we let H� be the element
of ak;C corresponding to the coroot �_ � 2�=��; ��. Consider in particular
the real root � 2 �k;R given by the application H�t; u; ��7!tl ÿ tj. Then
H� � Ek�l;k�l ÿ Ek�j;k�j, where Ea;b 2Mn�C� is the matrix with a 1 in the
�a; b�'th entry and zeroes otherwise.

The Cartan decomposition of X � GL�n;C�=U�p; q�
Let x 2 X. The characteristic polynomial of the C-linear endomorphism

Ad�x� ÿ I on g � qC � hC can be written as:

det C��1� z�I ÿAd�x�� � znDX�x� mod zn�1;

for all z 2 C. The function DX is an H-invariant analytic function on X. An
element x in X is called regular (cf. [8, ½1]) if DX�x� 6� 0, and the set of regular
elements in any subset U � X will be denoted by U 0.

Proposition 1.1 Let a 2 Ak � ak, then:

DX�a� �
Y
�2�k

��a�
�det a�nÿ1 :

Proof. [4, p.55].

Put H�U � � Sh2H hUhÿ1 (the H-orbit of U) for any subset U � X. We
note that ZH �ak� � ZH �Ak� (and NH �ak� � NH �Ak�), since expak � Ak � ak
for all k 2 f0; . . . ; qg. The quotients NH �ak�=ZH �ak� and NH �Ak�=ZH �Ak� are
thus equal and finite. We also note that ZH �ak� � ZH �a� for a 2 A0k, since ia
can be viewed as a (g-)regular element of the Cartan subalgebra iak of h.
The subgroup ZH �ak� � ZH �Ak� of H is in fact a Cartan subgroup of H.

Theorem 1.2 (The Cartan decomposition of X � GL�n;C�=U�p; q�). The
open and dense subset X0 of regular elements of X is the disjoint union of the H-
orbits of A0k:

X0 �
[q
k�0

H�A0k� �
[q
k�0

[
h2H

hA0kh
ÿ1:

The map from H=ZH�Ak� � A0k into X defined by �hZH �Ak�; a�7!hahÿ1 for
h 2 H and a 2 A0k, is an everywhere regular NH �Ak�=ZH �Ak�

�� ��-to-one map into
X.

Proof. See [8, Theorem 2 (ii)].

It is well known, since X � G=H is a reductive symmetric space, that there
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exists, up to a constant, a unique G-invariant measure on X. Using the Car-
tan decomposition of X, we can express this measure by means of the in-
variant measures on Ak and H=ZH �ak�:
Theorem 1.3. There exist q� 1 positive constants Ck, depending on the

choice of the invariant measures da on Ak and d _hk on H=ZH �ak�; k 2 f0; . . . ; qg,
such that: Z

X
f �x�dx �

Xq
k�0

Ck

Z
H=ZH �ak�

Z
Ak

f �hahÿ1�jDX�a�jdad _hk;

for all f 2 Cc�X�.
Proof. See [3, p.106-108] for details.

Orbital Integrals
Define a function Dk�a� on Ak by:

Dk�a� � 1

�det a�nÿ12
Y
�2��k;I

j��a�j
Y

�2��k n��k;I
��a�;

for a 2 Ak � ak. We note that det a > 0 and that Dk�a�2 � DX�a�
�� ��, for

a 2 Ak.

Definition 1.4. Let k 2 f0; . . . ; qg and let f 2 C1c �X�. The orbital integral
Kk
f of f , relative to the Cartan subspace Ak, is the function defined on the

regular elements a 2 A0k by:

Kk
f �a� � Dk�a�

Z
H=ZH �ak�

f �hahÿ1�d _hk;

where d _hk is the invariant measure H=ZH �ak� from above.

Remarks. Let k 2 f0; . . . ; qg and let U � A0k be a compact subset. Since
DX is an H-invariant continuous function, we conclude from regularity of
the map �hZH �Ak�; a�7!hahÿ1; h 2 H; a 2 A0k, that the subset H�U � is closed
in X. We see in particular that the H-orbit H�a� through any regular element
a 2 A0 is closed in X. So let a 2 A0 and let f 2 C1c �X�, then supp f \H�a� � X
is compact, and the above integral converges. We also easily see that
Kf 2 C1�A0�.
Let U � X and Vk � Ak; k 2 f0; . . . ; qg, be compact subspaces, and con-

sider the Frëchet spaces: C1U �X� � ff 2 C1c �X�j supp f � Ug and:

C1Vk
�A0k� � F 2 C1�A0k�

sup
a2Vk\A0k

XF �a��� �� <1; 8X 2 S�ak� and

F �a� � 0 for a 2 A0knVk

������
9=;:

8<:
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Theorem 1.5. Let k 2 f0; . . . ; qg and let U � X be compact. There exists a
compact subset Vk � Ak such that Kk

f �a� � 0 for a 2 A0knVk for all f 2 C1U �X�;
and the map: f 7!Kk

f is a continuous map from C1U �X� into C1Vk
�A0k�.

Proof. We can, since X is an open subset of q � ih, define a continuous
injection C1U �X� 3 f 7!g 2 C1c �h�, where the latter space is equipped with the
Schwartz space topology, by:

g�X � � f �ÿiX � if ÿ iX 2 X
0 otherwise

(
;

for X 2 h. We observe again that the algebra iak is a Cartan algebra of h,
and we identify the root systems of the pairs �hC; �iak�C� and �g;ak;C�, also
identifying the positive roots. Let X 2 g. The characteristic polynomial of
the C-linear endomorphism ad�X � on g � hC � qC can be written as:

det C�zI ÿ ad�X �� � znDg�X � mod zn�1;

for all z 2 C. An element X in g is called g-regular if Dg�X � 6� 0, and the set
of g-regular elements in any subset u � g is denoted ugÿreg. Let in particular
X 2 ak;C, then Dg�X � �

Q
�2�k

��X �, see [9, p.9], so A0k � Agÿreg
k � a

gÿreg
k .

The orbital integral 	k
g of g, relative to the Cartan subalgebra iak of h, is

the function defined on the regular elements X 2 iagÿreg
k by:

	k
g�X � � dk�X �

Z
H=ZH �ak�

g�Ad�h�X�d _hk;

where dk�X � � sign�Q�2��k;I
��X ��Q�2��k

��X �, see [9, p.35] for details. We
thus see that:

Kk
f �a� �

�ÿi� ��k n��k;I
�� ��
�det a�nÿ12

	k
g�ia�;

for a 2 A0k � a
gÿreg
k .

Let s�iagÿreg
k � be the Schwartz space on iagÿreg

k (we can regard a
gÿreg
k as

an open subspace of ak � Rn). The map: f 7!g 7!	k
g, C

1
U �X� !s�iagÿreg

k �,
is, by [9, Lemma I.3.6] and the remarks made on [9, p.40], continuous, and
there exists a compact subset Wk � ak, depending only on U , such that 	k

g is
identically zero on iagÿreg

k niWk. We observe, since A0k is an open subset of
a
gÿreg
k , that C1Vk

�A0k� is naturally embedded in s�iagÿreg
k �, so letting

Vk �Wk \ Ak gives the result.

Using the notion of orbital integrals, we can now rewrite the integration
formula introduced before. Let � be any locally integrable H-invariant
function on X and let f 2 C1c �X�, then we get by Fubini's Theorem:
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Z
X

��x�f �x�dx �
Xq
k�0

Ck

Z
A0k

Kk
f �a�Dk�a���a�da:�1�

2. Spherical distributions

Denote the the space of distributions on X, i.e. the continuous functionals on
C1c �X�, by D0�X�. We note that a functional on C1c �X� is in D0�X� if and only
if it is continuous on C1U �X� for all compact subsets U � X. The group G acts
naturally on D0�X� via the contragredient representation, and we denote the
space of H-invariant distributions under this action by D0�X�H .
Definition 2.1 An H-invariant distribution T on X is called a spherical

distribution if and only if there exists a character � of D�X� such that
DT � ��D�T for all D 2 D�X�.
The spherical distributions on X are characterized in [4, ½2.3], they are in

particular determined by locally integrable functions � on X, whose restric-
tions to X0 are H-invariant analytic functions, [4, Thëore© me 2.8] (and sa-
tisfying some other conditions). The Dirac measure, � 2 D0�X�H , at the origin
I of X can be decomposed as a direct integral of certain spherical distribu-
tions on X (The Plancherel formula for X, see Theorem 2.4), which will be
constructed below.

Define a function eDk�a� on Ak as:

eDk�a� � 1

�det a�nÿ12
Y
�2��k

��a�;

for a 2 Ak � ak. We note that eDk�a�2 � �ÿ1� ��k

�� ��
DX�a�, for a 2 Ak.

Fix k 2 f0; . . . ; qg . We define for all ��; c;m� 2 Cnÿ2k � Ck � Zk such that
�l ÿ �j =2 i

2Z for 1 � j < l � nÿ 2k, an H-invariant function �k��; c;m� on
X0 by:

�k��; c;m��a� � 0;

if a 2 A0r; r < k or if a 2 A0rn expar; r � k; and otherwise by:

(2) �k��; c;m��a� � ck;r
Qk

j�1 sign �jeDr�a�
Q

1�j<l�nÿ2k i��l ÿ �j�

�
X

�2Snÿ2k

X
�2Sr

"���
Yk
j�1

eicju��j�2 cos�mj���j��
Yrÿk
j�1

ei����j�����n�1ÿjÿ2k��u��j�k�

�
Ynÿkÿr

j�rÿk�1
ei���j�tj�kÿr

Yrÿk
j�1

cosh�����j� ÿ ���n�1ÿjÿ2k���j���j�k�j ÿ ���
sinh�����j� ÿ ���n�1ÿjÿ2k���� ;
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for a � expH�t; u; �� 2 A0r; r � k, with j�jj < � for j 2 f1; . . . ; rg, where ck;r is
a constant given by: ck;r � ik�ÿ1�pq

�rÿk�! .

Define for all ��; c;m� 2 Cnÿ2k�Ck�Ck an element Yk � Yk��; c;m� 2 a�k;C
by:

hYk;H�t; u; ��i �
Xnÿ2k
j�1

�j tj �
Xk
j�1
�cjuj �mj�j�;

for H�t; u; �� 2 ak. This defines an isomorphism between Cnÿ2k � Ck � Ck

and a�k;C, with which we will often identify the two spaces. The norm of Yk is
defined as the Euclidean norm of ��; c;m�:

jYkj2 �
Xnÿ2k
j�1
j�jj2 �

Xk
j�1
jcjj2 � jmjj2
ÿ �

:

Theorem 2.2. Let k 2 f0; . . . ; qg and let ��; c;m� 2 Rnÿ2k � Rk � Zk such
that �l 6� �j for 1 � j < l � nÿ 2k. The function �k��; c;m� defines a spherical
distribution with character given by:

D�k��; c;m� � k�D��iYk��k��; c;m�;
for all D 2 D�X�.
Proof. The function �k��; c;m� is according to [4, p.86] the local expres-

sion for the spherical distribution on X defined in [4, Dëfinition 4.6], satisfy-
ing the above.

Let " > 0 and define the open tube 
k
" � Cnÿ2k � Ck � Zk as:


k
" � Rnÿ2k

" � Rk
" � Zk, where: R" � R� i � ÿ "; "�� C. By a holomorphic

function in 
k
" , we mean a function that is holomorphic in the nÿ k first

variables for all m 2 Zk.
Fix again k 2 f0; . . . ; qg and define for all ��; c;m� 2 
k

1=4 an H-invariant
function on X0 by (normalizing):

�ko�Yk� � �ko��; c;m� �
Y
�2��k;R

ihYk;H�i
Y
�2��k

ihYk;Hÿ�i�k��; c;m�:�3�

We note that
Q
�2�k;R

hYk;H�i �
Q

j 6�l��l ÿ �j�, so all the poles of �k��; c;m�
in the open tube 
k

1=4 are cancelled by the normalization factor. The function
�ko��; c;m� obviously defines a spherical distribution for all ��; c;m� 2 Rnÿ2k

�Rk � Zk such that �l 6� �j for 1 � j < l � nÿ 2k, with the same character
as �k��; c;m�.
Theorem 2.3. Let 0 < " < 1

4, let k 2 f0; . . . ; qg and let f 2 C1c �X�. The
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functions �ko��; c;m� define spherical distributions for all ��; c;m� in the open
tube 
k

" , with characters given by:

D�ko��; c;m� � k�D��iYk��ko��; c;m�;
for all D 2 D�X�. The map: ��; c;m� 7! h�ko��; c;m�; f i is a rapidly decreasing
holomorphic function in the open tube 
k

" .

Proof. Let k 2 f0; . . . ; qg, assume that r � k and let a � expH�t; u; �� 2 A0r
with j�jj < � for j 2 f1; . . . ; rg. We have the inequality:

�ko�Yk��a�Dr�a�
�� �� � 2k

�rÿ k�!
X

�2Snÿ2k

X
�2Sr

Y
�2��k

hYk;H�i
������

������
�
Yrÿk
j�1

j cosh�����j� ÿ ���n�1ÿjÿ2k���j���j�k�j ÿ ���j
j sinh�����j� ÿ ���n�1ÿjÿ2k����j

�
Yk
j�1

ejImcju��j�j
Yrÿk
j�1

ejIm����j�����n�1ÿjÿ2k��u��j�k�j
Ynÿkÿr

j�rÿk�1
ejIm���j�tj�kÿrj:

Fix � 2Snÿ2k and � 2Sr. The fractions:Yrÿk
j�1

j���j� ÿ ���n�1ÿjÿ2k�jj cosh�����j� ÿ ���n�1ÿjÿ2k���j���j�k�j ÿ ���j
�1� jYkj�rÿkj sinh�����j� ÿ ���n�1ÿjÿ2k����j

;

and: Q
�2��k
hYk;H�i

��� ���Qrÿk
j�1 j���j� ÿ ���n�1ÿjÿ2k�j�1� jYkj�n2ÿr�k

;

are bounded for all � 2 Rnÿ2k
" (note that

Q
�2��k
hYk;H�i

��� ��� � C�1� jYkj� ��k

�� ��
,

for some constant C > 0, and ��k
�� �� � n�nÿ 1�=2 < n2), so there exists a con-

stant C > 0, not depending on the choice of a 2 A0r made before, such that:

j�ko�Yk��a�Dr�a�j � C�1� jYkj�n2
Yk
j�1

ejImcju��j�j

�
Yrÿk
j�1

ejIm����j�����n�1ÿjÿ2k��u��j�k�j
Ynÿkÿr

j�rÿk�1
ejIm���j�tj�kÿrj;

�4�

for all ��; c;m� 2 
k
" .

Fix ��; c;m� 2 
k
" . We see, from �2� and �3�, that �ko��; c;m�jA0r 2 C1�A0r�

and that �ko��; c;m� �DrjA0r can be extended to a continuous function on each
of the connected components of Ar (identically zero on Arn expar). Let
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0 � f 2 C1c �X�, then the integration formula �1�, the estimate �4� and Theo-
rem 1.5 yields:Z

X
�ko�Yk��x�
�� ��f �x�dx �Xq

r�0
Cr

Z
A0r

Kr
f �a�

��� ��� �ko�Yk��a�Dr�a�
�� ��da <1:

We conclude, that the H-invariant analytic function �ko��; c;m� on X0 is lo-
cally integrable on X and thus belongs to D0�X�H .
Now fix a 2 A0r and consider the map ��; c;m�7!�ko��; c;m��a� on 
k

" . We
see, again from �2� and �3�, that this defines a holomorphic function in the
open tube 
k

" . Cauchy's Theorem, Fubini's Theorem and the estimate �4�
then shows that the map:

��; c;m�7!h�ko�Yk�; f i �
Xq
r�0

Cr

Z
A0r

Kr
f �a��ko�Yk��a�Dr�a�da;

is holomorphic in 
k
" for fixed f 2 C1c �X�.

Let D 2 D�X� and assume that f 2 C1U �X� for some compact subset U � X,
then Theorem 2.2 yields:

k�D��iYk�h�ko�Yk�; f i � hD�ko�Yk�; f i � h�ko�Yk�; tDf i

�
Xq
r�0

Cr

Z
A0r

Kr
tDf �a��ko�Yk��a�Dr�a�da;

for all ��; c;m� 2 Rnÿ2k � Rk � Zk such that �l 6� �j for 1 � j < l � nÿ 2k.
This equality extends by holomorphy to the open tube 
k

" , and we thus
conclude that �ko��; c;m� is a spherical distribution for all ��; c;m� in the
open tube 
k

" , with the given character. This shows, together with the esti-
mate �4� and Theorem 1.5, that there exists a constant C > 0, only depend-
ing on U , such that:

jk�D��iYk�h�ko�Yk�; f ij � C�1� jYkj�n2
Xq
r�0

Kr
tDf

 
1
<1;�5�

for all ��; c;m� 2 
k
" .

Claim. Let k 2 f0; . . . ; qg and let P0;P1; . . . ;Pn be a generating set of
homogeneous polynomials of I�ak�, with P0 � 1. There exists a constant
C > 0 such that:

jYkj � C max
j2f0;...;ng

jPj�iYk�j � C
Xn
j�0
jPj�iYk�j;

for all Yk 2 a�k;C.
Proof. The claim is obvious for jYkj�1. The mapYk 7!maxj2f1;...;ng jPj�iYk�j
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is continuous, so there exists a constant C>0 such that maxj2f1;...;ng jPj�iYk�j
�1=C for jYkj�1 (by compactness of the sphere, and since Pj�Yk��0, for all
j2f1;...;ng, implies Yk�0, see e.g. [6,Chapter III, Corollary 3.5]). For jYkj�1,
we get:

Yk

jYkj
���� ���� � C max

j2f1;...;ng
Pj

iYk

jYkj
� ����� ���� � C max

j2f1;...;ng
jPj�iYk�j
jYkj ;

since the degree of Pj; j � 1, is � 1, thus proving the claim.

Combining this with �5� yields the following estimate: Let U � X be com-
pact and let N 2 N [ f0g. There exists a finite set of differential operators
fDjgj � D�X�, depending only on N, and a constant C > 0, only depending
on U , such that:

�1� jYkj�N jh�ko�Yk�; f ij � C
Xq
r�0

X
j

Kr
tDjf

 
1
<1;�6�

for all ��; c;m� 2 
k
" and all f 2 C1U �X�, which by definition means that the

function ��; c;m�7!h�ko��; c;m�; f i is rapidly decreasing.
Remark. The proof of Theorem 2.3 actually shows that the functions

�ko��; c;m� define spherical distributions for ��; c;m� belonging to the com-
plement of the set of hyperplanes: �l ÿ�j � i p2 ; p 2 Znf0g for 1� j < l �
nÿ 2k. And hence also that the functions �k��; c;m� define spherical dis-
tributions for ��; c;m� belonging to the complement of the set of hyper-
planes: �l ÿ �j � i p2 ; p 2 Z for 1 � j < l � nÿ 2k.

We can now formulate the main theorem in [4]:

Theorem 2.4. (The Plancherel formula for X � GL�n;C�=U�p; q�) There
exists a constant CPl > 0 such that:

h�; f i � f �I� � CPl

Xq
k�0

1
2kk!

X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

h�ko��; c;m�; f idcd�;

for all f 2 C1c �X�.
Proof. The theorem is just a reformulation of [4, Thëore© me 5.6], since

�k��; c;m� and Q�2��k;R
ihYk;H�i

Q
�2��k

ihYk;Hÿ�i �
���Q�2��k;R

hYk;H�i
Q
�2��khYk;H�i

��� are invariant under permutations, � 2Snÿ2k, of the �-variable.

3. Invariant fundamental solutions

Fix d 2 N and denote by Pol�d� the complex vector space of polynomials of
degree � d in N variables, and by Polo�d� the vector space with the origin
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removed (the zero polynomial). We define a norm in Pol�d� by Q 7!eQ�0�,
where:

eQ��� � X
�

Q�������� ��2 !1
2

;

for � 2 CN , with Q��� �P�Q
������ written in the multi index notation. We

have, using the equality:

1
�!
Q����0� �

X
�

��� ��!
�!�!

�ÿ��� 1
��� ��!Q

��������;

for all Q 2 Pol�d� and for all � 2 CN , the following important inequality:eQ�0� � C�1� j�j�deQ���;�7�
where C > 0 is a constant depending only on the degree and the number of
variables.

Lemma 3.1. Let N 2. There exists for every closed ball B � CN with center
0 a non-negative function � 2 C1 Polo�d� � CNÿ �

such that:
(i) ��Q; �� vanishes for � =2 B for all Q 2 Polo�d�.
(ii) Fix Q 2 Polo�d�. Then:Z

CN
F �����Q; ��d� � F �0�;

for all holomorphic functions F in Bo, the interior of B. Here d� is the Lebesgue
measure on CN. In particular we get:Z

CN
��Q; ��d� � 1;

in the case F � 1.
(iii) There exists a constant C > 0 such that, for all Q 2 Polo�d� and for all

� 2 CN: eQ�0� � CjQ���j;
if ��Q; �� 6� 0.

Proof. [7, Lemma 7.3.12].

Let 0 6� D 2 D�X�, let 0 < " < 1
4 and fix k 2 f0; . . . ; qg. We put, for nota-

tional purposes, �km��; c� � �ko��; c;m� and k;m��; c� � k�D��iYk�. Then:
D�km��; c� � k;m��; c��km��; c�:

We will, for fixed m, consider k;m��; �� as a polynomial in the nÿ k variables
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��; c�, and furthermore, for fixed ��; c�, consider the ��; c�-translated poly-
nomial in nÿ k variables defined by: ��;c�k;m ��� � k;m���; c� � ��, for � 2 Cnÿk.
Let U be a compact subset of X and let f 2 C1U �X�. Consider the applica-

tion f 7!hEk; f i formally defined by:

hEk; f i �
X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

Z
B

h�km���; c� � ��; f i
k;m���; c� � �� � ��;c�k;m ; �

� �
dcd�d�;

where the auxiliary function � 2 C1 Polo�d� � Cnÿkÿ �
is defined as in Lem-

ma 3.1, with d the degree of k�D� and B � f� 2 Cnÿkjj�j � "g. There exists
according to Lemma 3.1 and the estimate �7�, constants C > 0, not depend-
ing on ��; c;m� or �, such that:

jk;m���; c� � ��jÿ1 � ��;c�k;m ���
��� ���ÿ1� Ce��;c�k;m �0�ÿ1

� Cek;m��; c�ÿ1 � C 1� j��; c�j� �dek;m�0�ÿ1;
if � ��;c�k;m ; �

� �
6� 0. This yields the estimate:

� ��;c�k;m ; �
� �

k;m���; c� � ��

������
������ � C 1� j��; c�j� �d

� ��;c�k;m ; �
� �
ek;m�0� ;

for some constant C > 0, for all ��; c;m� 2 Rnÿ2k � Rk � Zk and � 2 Cnÿk.
Let N 2 N [ f0g. The estimate �6�, appearing in the proof of Theorem 2.3,

provides a finite set of differential operators, fDjgj, depending only on N,
and a constant C > 0, only depending on U , such that:

1� j��; c;m�j� �N jh�km��; c�; f ij � C
Xq
r�0

X
j

Kr
tDjf

 
1
<1;

for all ��; c;m� 2 
k
" . The seminorm

Pq
r�0

P
j Kr

tDj f

 
1

is according to The-
orem 1.5 a continuous seminorm on C1U �X�, which we will denote �U;N�f �.
Assume there exists an integer M � d � 0 and a constant C > 0 such that:ek;m�0�ÿ1 � C 1� jmj� �M;�8�

for all m 2 Nk, all the above then yields, with N large (�M):

jhEk; f ij � C
X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

�U;N�f �
�1ÿ "� j��; c;m�j�NÿM2

Z
B

� ��;c�k;m ; �
� �

dcd�d�

� C
X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

�U ;N �f �
�1ÿ "� j��; c;m�j�NÿM2 dcd� � C�U ;N �f �;

for some constants C > 0, since �1ÿ "� j��; c;m�j�M2ÿN is integrable. The
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application f 7!hEk; f i thus defines a H-invariant distribution, Ek 2 D0�X�H .
We furthermore see, using Lemma 3.1 again, that:

hDEk; f i �
X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

Z
B

hD�km���; c� � ��; f i
k;m���; c� � �� � ��;c�k;m ; �

� �
dcd�d�

�
X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

Z
B
h�km���; c� � ��; f i� ��;c�k;m ; �

� �
dcd�d�

�
X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

h�km��; c�; f idcd�:

Assume now, that all the norms ek;m�0�; k 2 f0; . . . ; qg satisfy �8� for some
integer M and some constant C > 0, we then define the H-invariant dis-
tribution:

E � CPl

Xq
k�0

1
2kk!

Ek;

which satisfy:

hDE; f i � CPl

Xq
k�0

1
2kk!
hDEk; f i

� CPl

Xq
k�0

1
2kk!

X
m2Nk

Z
c2Rk

Z
�2Rnÿ2k

h�km��; c�; f idcd�

� f �I� � h�; f i;
according to the Plancherel formula, i.e.E 2 D0�X�H is an invariant funda-
mental solution for D.

Theorem 3.2. Let D 2 D�X� and let q;m��; c� � q�D��iYq�. Assume there
exists an integer M � 0 and a constant C > 0 such that:

eq;m�0�ÿ1 � C 1� jmj� �M;
for all m 2 Nq. Then D has an invariant fundamental solution on X and is sol-
vable, i.e. DC1�X� � C1�X�.
Proof. Let �k be the isomorphism of ak;C onto ak�1;C, k 2 f0; . . . ; qÿ 1g,

given by:

�k�H� � Ad�gk�H;
for H 2 ak;C, where

gk � 1���
2
p �I � i�Ek�1;nÿk � Enÿk;k�1��:
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The isomorphism �k prolongs to an isomorphism, also denoted by �k, from
I�ak� onto I�ak�1� for k 2 f0; . . . qÿ 1g. It can be shown, since �k acting on
ak;C is the restriction of an inner automorphism of hC, that k�1 � �k � k,
see [3, Lemme 7.5], and so it also follows that k�D� � �kÿ1 � . . . � �0 � 0�D�.
Let Y0�k� 2 a�0;C be defined by:

hY0�k�;H�t; 0; 0�i �
Xk
j�1

cj ÿ imj

2
tj �

Xnÿ2k
j�1

�j tk�j �
Xk
j�1

cj � imj

2
tnÿk�j;

where H�t; 0; 0� 2 a0 with t 2 Rn, and ��; c;m� 2 Cnÿ2k � Ck � Zk, then:

k�D��iYk� � 0�D��iY0�k��;
since hY0�k�;H�t; 0; 0�i � hY0; �kÿ1 � . . . � �0�H�t; 0; 0��i. There exists a con-
stant C > 0, by the inequality �7�, such that:ekÿ1;�m1;...;mkÿ1��0�ÿ1 � C�1� jmkj�deg Dek;�m1;...;mkÿ1;mk��0�ÿ1;
for k 2 f0; . . . ; qg, so there exists an integer M1 � 0 and a constant C > 0
such that the following estimate holds for all k 2 f0; . . . ; qg:ek;m�0�ÿ1 � C 1� jmj� �M1 ;

for all m 2 Nk. We can thus define an invariant fundamental solution
E 2 D0�X�H by the construction before Theorem 3.2.
Since X is split, it follows from [1, Corollary 2] that X is D-convex for all

non-zero G-invariant differential operators on X, and hence we conclude that
D is solvable if it has an invariant fundamental solution on X, see [1, p.301f].

As mentioned before, we can consider the Cartan subsets Ak; k 2 f0; . . . qg
as abelian Lie groups with Lie algebras ak. Consider Xk 2 S�ak� as a differ-
ential operator on Ak. A fundamental solution for Xk is a solution
Tk 2 D0�Ak�, the space of distributions on Ak, to the differential equation:
XkTk � �k, where �k denotes the Dirac measure on Ak at the origin I . We can
then reformulate Theorem 3.2 as follows:

Theorem 3.3. Let D 2 D�X�. Assume that q�D� has a fundamental solution
on Aq. Then D has an invariant fundamental solution on X and is solvable.

Proof. Let D 2 D�X�. It is easily seen, from e.g. [5, ½7], that k�D� has a
fundamental solution on Ak if and only if ek;m�0� � C�1� jmj�ÿM for some
integer M � 0 and some constant C > 0. We conclude from Theorem 3.2,
that D 2 D�X� has an invariant fundamental solution on X if q�D� has a
fundamental solution on Aq.
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4. Examples and further results

1) Let D 2 D�X�. Assume that q�D� has a fundamental solution on Aq. It
follows from the proofs of Theorem 3.2 and Theorem 3.3, that the differ-
ential operators k�D� have fundamental solutions on Ak for all
k 2 f0; . . . ; qg.
We define for P0 2 I�a0� and k 2 f0; . . . ; qg the polynomial:
Pk;m��; c� � P0�iY �k��.
2) There exist polynomials P0 2 I�a0� such that ePq;m�0� does not satisfy the

condition in Theorem 3.2. Consider for example the invariant polynomial
I�a0� 3 P0 �

Q
l>j��Xl ÿ Xj�2 � a2�, with a 2 N and fXjgj the obvious basis of

a0. Then Pk;m��; c� �
Qk

j�1��imj�2 � a2�Qk��; c;m� for some polynomial Qk,
and ePk;m�0� � eQ�0�Qk

j�1 jm2
j ÿ a2j. There obviously exist integers m 2 Nk

such that ePk;m�0� � 0, i.e. the differential operator D 2 D�X� given by ÿ10 �P0�
does not satisfy the assumption in Theorem 3.2. We could also consider the
polynomials P0 �

Q��Xl1 ÿ Xj1�2 ÿ a�Xl2 ÿ Xj2 �2 � b�, where j1; j2; l1; l2 are
different indices and a; b constants. It follows from [5, p.570] that ePq;m�0�ÿ1,
for certain values of a and b, grows faster than any exponent of jmj.
3) Consider for d 2 N the polynomial Pd

0 � Xd
1 � . . .� Xd

n 2 I�a0�. We
note that the polynomials fPd

0 gd�0;...;n, with P0
0 � 1, generate I�a0�. Then:

Pd
k;m��; c� � Pd

0 �iY �k��

� id
Xk
j�1

cj ÿ imj

2

� �d

�
Xk
j�1

cj � imj

2

� �d

�
Xnÿ2k
j�1

�d
j

 !
�

� id
1
2

� �dÿ1Xk
j�1

X
e even

d
e

� �
cdÿej �imj�e �

Xnÿ2k
j�1

�d
j

 !
;

for k 2 f0; . . . ; qg. The norm of Pd
k;m��; c� is bounded away from zero for all

m since ePd
k;m�0� � 21ÿd�nÿ k�1=2d!, i.e. the differential operators Dd 2 D�X�

given by Dd � ÿ10 �Pd
0 � all have invariant fundamental solutions and are sol-

vable.
4) Let P0;Q0 2 I�a0�. The inequality gPk;m �Qk;m�0� � CePk;m�0� � eQk;m�0�,

where C is a positive constant depending only on the degrees of the poly-
nomials P0 and Q0, implies that if two differential operators D1;D2 2 D�X�
satisfy the boundedness condition in Theorem 3.2, then so does the product
D1 �D2. It is also easily seen that the product of two solvable differential
operators is a solvable differential operator.
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