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Abstract

Let \( \mu \) be a Borel probability measure on \( \mathbb{R}^d \). We study the Hausdorff dimension and the packing dimension of the multifractal Hausdorff measure \( \mathcal{H}^q \) and the multifractal packing measure \( \mathcal{P}^q \) introduced in [L. Olsen, A multifractal formalism, Advances in Mathematics 116 (1995), 82–196]. Let \( h_q \) denote the multifractal Hausdorff dimension function and let \( B_q \) denote the multifractal packing dimension function introduced in [Olsen, op cit]. For a fixed \( q \in \mathbb{R} \), we obtain bounds for the Hausdorff dimension and the packing dimension of \( h_q \) and \( B_q \) in terms of the subdifferential of \( b_q \) and \( B_q \) at \( 1 \). For \( q > 1 \), our result reduces to

\[
-D_. B_.(1) \leq \liminf_{r \to 0} \frac{\log \mu B(x, r)}{\log r} \leq \limsup_{r \to 0} \frac{\log \mu B(x, r)}{\log r} \leq -D_. B_.(1) \quad \text{for } \mu\text{-a.a. } x
\]

where \( D_. B_.(1) \) and \( D_. B_.(1) \) denote the left and right derivative of \( B_q \) at 1. Inequality (*) improves a similar result obtained independently by Y. Heurteaux and S.-Z. Ngai. It follows from (*) that if the multifractal box dimension spectrum (or \( L^q \) spectrum) \( \tau_q \) of \( \mu \) is differentiable at 1 then \(-\tau_q'(1)\) equals the entropy dimension (or information dimension) of \( \mu \). This result has been conjectured in the physics literature and proved rigorously in certain special cases.
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1. Introduction

Let \( \mu \) is a probability measure on a metric space \( X \). The Hausdorff multifractal spectrum function, \( f_\mu \), and the packing multifractal spectrum function, \( F_\mu \), of \( \mu \) are defined by
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\[ f_\mu(\alpha) = \dim \{ x \in X \left| \lim_{r \searrow 0} \frac{\log \mu B(x, r)}{\log r} = \alpha \right. \}, \quad \alpha \geq 0, \]

and

\[ F_\mu(\alpha) = \text{Dim} \{ x \in X \left| \lim_{r \searrow 0} \frac{\log \mu B(x, r)}{\log r} = \alpha \right. \}, \quad \alpha \geq 0, \]

respectively, where \( B(x, r) \) denotes the closed ball with center \( x \) and radius \( r \), \( \dim \) denotes the Hausdorff dimension and \( \text{Dim} \) denotes the packing dimension. It has recently been conjectured in the physics literature [HJKPS, HP] that for “good” measures the following result, known as the Multifractal Formalism, holds.

**THE MULTIFRACTAL FORMALISM – A PHYSICS FOLKLORE THEOREM**

(i) For each \( q \in \mathbb{R} \) there exists a unique number \( \tau(q) \) such that

\[ \lim_{r \searrow 0} \sup_{i} \mu(B(x_i, r_i))^q(2r_i)^t = \begin{cases} \infty & \text{if } t < \tau(q) \\ 0 & \text{if } \tau(q) < t \end{cases} \]

where the supremum is taken over all countable packings \((B(x_i, r_i))_i\) of the support of \( \mu \) with \( \sup_i r_i \leq r \).

(ii) For each \( q \in \mathbb{R} \) the following limit exists and equals \( \tau(q) \),

\[ \tau(q) = \lim_{r \searrow 0} \frac{\log \left( \sup_i \mu(B(x_i, r))^q \right)}{-\log r} \]

where the supremum is taken over all countable packings \((B(x_i, r))_i\) of the support of \( \mu \).

(iii) The function \( \tau \) is convex, decreasing and differentiable with \( \tau(1) = 0 \). Furthermore, if we let

\[ \alpha(q) = -\tau'(q), \]

then

\[ f_\mu(\alpha(q)) = q\alpha(q) + \tau(q) \quad \text{for } q \in \mathbb{R}, \]

or equivalently

\[ f_\mu(\alpha) = \tau^*(\alpha) \quad \text{for } \alpha \in \mathbb{R}, \]

where \( \tau^* \) denotes the Legendre transform of \( \tau \), i.e. \( \tau^*(\alpha) = \inf_{q} (\alpha q + \tau(q)) \).

Very recently there has been an enormous interest in verifying the Multifractal Formalism and computing the multifractal spectrum of measures in the mathematical literature, and within the last 3 or 4 years the multifractal spectra of various classes of measures in Euclidean space \( \mathbb{R}^d \) exhibiting some
degree of self-similarity have been computed rigorously. Specifically, the Multifractal Formalism (1.3) has been proved rigorously for random and non-random self-similar measures \([AP, CM, EM, Ol1, Ol2, RM]\), for self-conformal measures \([KG, Pa, PW, Ra]\) and for self-affine measures \([Ki, Ol3]\).

The proofs of the Multifractal Formalism (1.3) in the above-mentioned references \([AP, CM, EM, KG, Ki, Ol1, Ol2, Ol3, Pa, PW, Ra, RM]\) are all based on the same key idea. The upper bound for \(f_{n}^{q\alpha}(e)\), i.e. the inequality \(f_{n}(\alpha(q)) \leq q\alpha(q) + \tau(q)\), is obtained by a standard covering argument (involving Besicovitch’s Covering Theorem or Vitali’s Covering Theorem). The lower bound for \(f_{n}(\alpha(q))\), i.e. the inequality \(f_{n}(\alpha(q)) \geq q\alpha(q) + \tau(q)\), is usually much harder to prove and is obtained as follows. Fix \(q \in \mathbb{R}\). By making use of the ergodic theorem and a number of ad hoc arguments based on the particular setting, the authors construct a “natural” probability measure \(\mu_{q}\) with the following two properties (for positive functions \(f, g : (0, \infty) \to (0, \infty)\), we will write \(f(r) \asymp g(r)\) as \(r \searrow 0\) if \(\lim_{r \searrow 0} \frac{\log f(r)}{\log r} = \lim_{r \searrow 0} \frac{\log g(r)}{\log r}\):

**The support condition.** The measure \(\mu_{q}\) is tailored to see only the multifractal decomposition set \(\left\{ x \in \mathbb{R}^{d} \mid \lim_{r \searrow 0} \frac{\log \mu_{q}B(x, r)}{\log r} = \alpha(q) \right\}\), i.e.

\[
\mu_{q}(B(x, r)) \asymp r^{\alpha(q)} \quad \text{as } r \searrow 0 \text{ for } \mu_{q}\text{-a.a. } x,
\]

or equivalently

\[
\lim_{r \searrow 0} \frac{\log \mu_{q}B(x, r)}{\log r} = \alpha(q) \quad \text{for } \mu_{q}\text{-a.a. } x. \quad (1.4)
\]

**The local scaling condition.** The measure \(\mu_{q}\) has the “correct” almost sure local scaling behaviour, i.e.

\[
\mu_{q}(B(x, r)) \asymp \mu_{q}(B(x, r)^{q}(2r)^{\tau(q)}) \quad \text{as } r \searrow 0 \text{ for } \mu_{q}\text{-a.a. } x,
\]

or equivalently (by (1.4))

\[
\lim_{r \searrow 0} \frac{\log \mu_{q}B(x, r)}{\log r} = q\alpha(q) + \tau(q) \quad \text{for } \mu_{q}\text{-a.a. } x. \quad (1.5)
\]

It is well-known that (1.5) implies that (cf. [Ma, Theorem 6.9])

\[
\inf \left\{ \dim E \mid E \subseteq \mathbb{R}^{d} \text{ and } \mu_{q}(\mathbb{R}^{d} \setminus E) = 0 \right\} = q\alpha(q) + \tau(q) \quad (1.6)
\]

The inequality \(f_{n}(\alpha(q)) \geq q\alpha(q) + \tau(q)\) is now easily obtained from (1.4) and (1.6) as follows.
\[
\dim \left\{ x \in \mathbb{R}^d \left| \lim_\gamma \frac{\log \mu \mathcal{B}(x, \gamma)}{\log \gamma} = q \right. \right\} \\
\geq \inf \left\{ \dim E \mid E \subseteq \mathbb{R}^d \text{ and } \mu_q(R^d \setminus E) = 0 \right\} \quad \text{[by (1.4)]}
\]
\[
= q\alpha(q) + \tau(q). \quad \text{[by (1.6)]}
\]

In an attempt to develop a general theoretical framework for studying the multifractal structure of arbitrary measures, Olsen [Ol1], Pesin [Pes] and Peyrière [Pey] suggested various ways of defining measures analogous to \( \mu_q \) in very general settings. For an arbitrary Borel probability measure \( \mu \) on a metric space \( X \), they introduced two two-parameter families of measures, \( \{ \mathcal{H}_{\mu}^{q,t} \mid q, t \in \mathbb{R} \} \) and \( \{ \mathcal{P}_{\mu}^{q,t} \mid q, t \in \mathbb{R} \} \), based on certain generalizations of the Hausdorff measure and of the packing measure. Let \( E \subseteq X \) and \( \delta > 0 \). A countable family \( \mathcal{B} = (B(x_i, r_i))_i \) of closed balls in \( X \) is called a centered \( \delta \)-covering of \( E \) if \( E \subseteq \bigcup_i B(x_i, r_i) \), \( x_i \in E \) and \( 0 < r_i < \delta \) for all \( i \). The family \( \mathcal{B} \) is called a centered \( \delta \)-packing of \( E \) if \( x_i \in E \), \( 0 < r_i < \delta \) and \( B(x_i, r_i) \cap B(x_j, r_j) = \emptyset \) for all \( i \neq j \). For \( E \subseteq X \), \( q, t \in \mathbb{R} \) and \( \delta > 0 \) write
\[
\overline{\mathcal{H}}_{\mu, \delta}^{q,t}(E) = \inf \left\{ \sum_i \mu(B(x_i, r_i))^{q}(2r_i)^t \right\} \quad \text{\( (B(x_i, r_i))_i \) is a centered \( \delta \)-covering of \( E \)} \right\}, \; E \neq \emptyset
\]
\[
\overline{\mathcal{H}}_{\mu, \delta}^{q,t}(\emptyset) = 0
\]
\[
\overline{\mathcal{H}}_{\mu, \delta}^{q,t}(E) = \sup_{\delta > 0} \overline{\mathcal{H}}_{\mu, \delta}^{q,t}(E)
\]
\[
\overline{\mathcal{H}}_{\mu}^{q,t}(E) = \sup_{E \subseteq F} \overline{\mathcal{H}}_{\mu}^{q,t}(F)
\]
and
\[
\underline{\mathcal{P}}_{\mu, \delta}^{q,t}(E) = \sup \left\{ \sum_i \mu(B(x_i, r_i))^{q}(2r_i)^t \right\} \quad \text{\( (B(x_i, r_i))_i \) is a centered \( \delta \)-packing of \( E \)} \right\}, \; E \neq \emptyset
\]
\[
\underline{\mathcal{P}}_{\mu, \delta}^{q,t}(\emptyset) = 0
\]
\[
\underline{\mathcal{P}}_{\mu, \delta}^{q,t}(E) = \inf_{\delta > 0} \underline{\mathcal{P}}_{\mu, \delta}^{q,t}(E)
\]
\[
\underline{\mathcal{P}}_{\mu}^{q,t}(E) = \inf_{E \subseteq \cup_i E_i} \sum_i \underline{\mathcal{P}}_{\mu}^{q,t}(E_i).
\]

It follows from [Ol1] that \( \mathcal{H}_{\mu}^{q,t} \) and \( \mathcal{P}_{\mu}^{q,t} \) are measures on the family of Borel
subsets of $X$. The measure $\mathcal{H}^{q,t}_\mu$ is of course a multifractal generalisation of the centered Hausdorff measure, whereas $\mathcal{P}^{q,t}_\mu$ is a multifractal generalisation of the packing measure. In fact, it is easily seen that the following holds for $t \geq 0$,

$$2^{-t} \mathcal{H}^{0,t}_\mu \leq \mathcal{H}^{t}_\mu \leq \mathcal{H}^{0,t}_\mu, \quad \mathcal{P}^{t}_\mu = \mathcal{H}^{0,t}_\mu, \quad \mathcal{P}'^{t}_\mu = \mathcal{P}^{0,t}_\mu,$$

where $\mathcal{H}^{t}_\mu$ denotes the $t$-dimensional Hausdorff measure, $\mathcal{P}^{t}_\mu$ denotes the $t$-dimensional packing measure and $\mathcal{P}'^{t}_\mu$ denotes the $t$-dimensional prepacking measure. It is easily seen that the measures $\mathcal{P}^{q,t}_\mu$ and $\mathcal{P}'^{q,t}_\mu$, and the pre-measure $\mathcal{P}'^{q,t}_\mu$ in the usual assign way a dimension to each subset $E$ of $X$ (cf. [011]): there exist unique numbers $\Delta^q_\mu(E), \text{Dim}^q_\mu(E), \text{dim}^q_\mu(E) \in [-\infty, \infty]$ such that

$$\mathcal{P}'^{q,t}_\mu(E) = \begin{cases} \infty & \text{for } t < \Delta^q_\mu(E) \\ 0 & \text{for } \Delta^q_\mu(E) < t \end{cases} \quad \mathcal{P}^{q,t}_\mu(E) = \begin{cases} \infty & \text{for } t < \text{Dim}^q_\mu(E) \\ 0 & \text{for } \text{Dim}^q_\mu(E) < t \end{cases} \quad \mathcal{H}^{q,t}_\mu(E) = \begin{cases} \infty & \text{for } t < \text{Dim}^q_\mu(E) \\ 0 & \text{for } \text{dim}^q_\mu(E) < t \end{cases}$$

The number $\text{dim}^q_\mu(E)$ is an obvious multifractal analogue of the Hausdorff dimension $\text{dim}(E)$ of $E$ whereas $\text{Dim}^q_\mu(E)$ and $\Delta^q_\mu(E)$ are obvious multifractal analogues of the packing dimension $\text{Dim}(E)$ and the prepacking dimension $\Delta(E)$ of $E$ respectively. In fact, it follows immediately from the definitions that $\text{dim}(E) = \text{dim}^0_\mu(E)$, $\text{Dim}(E) = \text{Dim}^0_\mu(E)$ and $\Delta(E) = \Delta^0_\mu(E)$. Next we define multifractal dimension functions $\Lambda_\mu, B_\mu, b_\mu : \mathbb{R} \to [-\infty, \infty]$ by

$$\Lambda_\mu : q \to \Delta^q_\mu(\text{supp } \mu), \quad B_\mu : q \to \text{Dim}^q_\mu(\text{supp } \mu), \quad b_\mu : q \to \text{dim}^q_\mu(q(\text{supp } \mu)).$$

One of the main importances of the multifractal measures $\mathcal{H}^{q,t}_\mu$ and $\mathcal{P}^{q,t}_\mu$, and the corresponding dimension functions $b_\mu, B_\mu$ and $\Lambda_\mu$ is due to the fact that the multifractal spectra functions $f_\mu$ and $F_\mu$ are bounded above by the Legendre transforms of $b_\mu$ and $B_\mu$, respectively, i.e.

$$f_\mu(\alpha) \leq b^*(\alpha)$$

and
for all $\alpha \geq 0$, where the Legendre transform $f^*$ of a function $f : \mathbb{R} \to \mathbb{R}$ is defined by $f^*(x) = \inf_y (xy + f(y))$ (cf. [O11]). These inequalities may be viewed as rigorous versions of the Multifractal Formalism. Furthermore, for many natural families of measures we have $f_\mu(\alpha) = b^*_\mu(\alpha)$ and $F_\mu(\alpha) = B^*_\mu(\alpha)$ for all $\alpha \geq 0$, cf. [Co, Da1, Da2, Ol1, Ol2, Ol3].

It is clear by comparing the definitions of the measures $\mathcal{H}^{q,t}_\mu$ and $\mathcal{P}^{q,t}_\mu$, and definition (1.1) that $b_\mu(q)$ and $B_\mu(q)$ are mathematically rigorous versions of $\tau(q)$, and that the one-parameter families

$$\left\{ \mathcal{H}^{q,h_\mu(q)}_\mu \mid q \in \mathbb{R} \right\} \quad \text{and} \quad \left\{ \mathcal{P}^{q,B_\mu(q)}_\mu \mid q \in \mathbb{R} \right\},$$

play the role of the auxiliary measures $\{\mu_q \mid q \in \mathbb{R}\}$. In particular, we would expect that the measures $\{\mathcal{H}^{q,h_\mu(q)}_\mu \mid q \in \mathbb{R}\}$ and $\{\mathcal{P}^{q,B_\mu(q)}_\mu \mid q \in \mathbb{R}\}$ have properties similar to those of the auxiliary measures $\{\mu_q \mid q \in \mathbb{R}\}$. This has been proved rigorously for self-similar measures, for quasi self-similar measures and for self-conformal measures, cf. [Co, Da1, Da2, Ol1, Ol2, O’N]. In this paper we prove this result for arbitrary measures, cf. Theorem 1.1, Theorem 1.2, Theorem 2.1 and Theorem 2.2. As an application of Theorem 1.1 we obtain a formula relating the derivative of the multifractal box dimension function of $\mu$ and the entropy dimension of $\mu$, cf. Corollary 1.3.

For a function $f : \mathbb{R} \to \mathbb{R}$ and $x \in \mathbb{R}$, we denote the left and right derivative of $f$ at $x$ (if they exist) by $D_-f(x)$ and $D_+f(x)$, and we will denote the derivative of $f$ at $x$ (if it exists) by $f'(x)$ or $Df(x)$.

We can now state two special cases of the main results. Theorem 1.1 should be viewed as a general version of (1.4) and states that if $B_\mu$ is differentiable at $q$, then the measure $\mathcal{H}^{q,h_\mu(q)}_\mu$ only sees the multifractal decomposition set $\{x \in \mathbb{R}^d \mid \lim_{r \to 0} \frac{\log \mu(B(x,r))}{\log r} = -B'_\mu(q)\}$. A more general result is obtained in Theorem 2.2.

**Theorem 1.1.** Let $\mu$ be a Borel probability measure on $\mathbb{R}^d$ and $q \in \mathbb{R}$. Write $t = b_\mu(q)$ and $A_{\pm} = D_{\pm}B_\mu(q)$. If $b_\mu(q) = B_\mu(q)$, then

$$-A_+ \leq \liminf_{r \to 0} \frac{\log \mu(B(x,r))}{\log r} \leq \limsup_{r \to 0} \frac{\log \mu(B(x,r))}{\log r} \leq -A_- \quad \text{for} \quad \mathcal{H}^{q,t}_\mu \text{-a.a. } x.$$

**Theorem 1.2.** Let $\mu$ be a Borel probability measure on $\mathbb{R}^d$ and $q \in \mathbb{R}$. Write
Dimension inequalities of multifractal Hausdorff...

\[ t = b_\mu(q), \quad T = B_\mu(q) \text{ and } A_\pm = D_\pm B_\mu(q). \] If \( b_\mu \) is convex, \( \mathcal{H}_\mu^{q,t}(\text{supp } \mu) < \infty \) and \( b_\mu(q) = B_\mu(q) \), then

\[
\min(-qA_-, -qA_+) + T \leq \liminf_{r \searrow 0} \frac{\log \mathcal{H}_\mu^{q,t}(B(x,r) \cap \text{supp } \mu)}{\log r} \\
\leq \max(-qA_-, -qA_+) + T,
\]

\[
\min(-qA_-, -qA_+) + T \leq \limsup_{r \searrow 0} \frac{\log \mathcal{H}_\mu^{q,t}(B(x,r) \cap \text{supp } \mu)}{\log r}
\]

for \( \mathcal{H}_\mu^{q,t} \)-a.a. \( x \).

By letting \( q = 1 \) in Theorem 1.1 we obtain Corollary 1.3 relating the entropy dimension (or information dimension) of \( \mu \) and the derivative of the upper multifractal box dimension function of \( \mu \) at 1. We will now define the multifractal box dimension function and the entropy dimension (or information dimension) of \( \mu \). Let \( \mu \) be a Borel probability measure on \( \mathbb{R}^d \) and \( q \in \mathbb{R} \). For \( r > 0 \) write

\[ M_{\mu,r}^q = \sup \left\{ \sum_i \mu(B(x_i,r))^q \mid (B(x_i,r))_{i \in \mathbb{N}} \text{ is a centered packing of supp } \mu \right\}. \]

The lower and upper multifractal \( q \)-box dimensions (or \( L^q \)-dimensions) \( \tau_\mu(q) \) and \( \tau_\mu(q) \) of \( \mu \) are defined by

\[
\tau_\mu(q) = \liminf_{r \searrow 0} \frac{\log M_{\mu,r}^q}{-\log r}, \quad \tau_\mu(q) = \limsup_{r \searrow 0} \frac{\log M_{\mu,r}^q}{-\log r}.
\]

If \( \tau_\mu(q) = \tau_\mu(q) \) we refer to the common value as the \( q \)-box dimension of \( \mu \) and denote it by \( \tau_\mu(q) \). Next we define the entropy dimension (or information dimension) of \( \mu \). For \( r > 0 \) write

\[
h_r(\mu) = \left\{ -\sum_{A \in \mathcal{A}} \mu(A) \log \mu(A) \right\}\]

where \( \mathcal{A} \) is a finite Borel partition of supp \( \mu \) with \( \sup_{A \in \mathcal{A}} \text{diam } A < r \).

The lower and upper entropy dimensions (or information dimensions) \( D(\mu) \) and \( D(\mu) \) of \( \mu \) are defined by (cf. [Ré])

\[
D(\mu) = \liminf_{r \searrow 0} \frac{h_r(\mu)}{-\log r}, \quad D(\mu) = \limsup_{r \searrow 0} \frac{h_r(\mu)}{-\log r}.
\]

If \( D(\mu) \) and \( D(\mu) \) coincide, we write \( D(\mu) \) for the common value.
Since \( b_\mu(1) = B_\mu(1) = 0 \) (cf. Proposition 4.1 below) and \( \mathcal{M}_\mu^{1,0} \) is equivalent to \( \mu \), Theorem 1.1 yields the following corollary by setting \( q = 1 \).

**Corollary 1.3.** Let \( \mu \) be a Borel probability measure on \( \mathbb{R}^d \).

(i) We have

\[
-D_+ B_\mu(1) \leq \liminf_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq \limsup_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq -D_- B_\mu(1) \quad \text{for } \mu\text{-a.a. } x.
\]

If \( B_\mu \) is differentiable at 1, then (1.7) implies that \( \lim_{r \searrow 0} \frac{\log B(x, r)}{\log r} = -B'_\mu(1) \) for \( \mu\text{-a.a. } x \), whence (cf. [Yo, Theorem 4.4])

\[
D(\mu) = -B'_\mu(1).
\]

(ii) Write \( \tau = \tau_\mu \). Since \(-D_+ \tau(1) \leq -D_+ B_\mu(1) \) and \(-D_- B_\mu(1) \leq -D_- \tau(1) \) (by Proposition 4.1 below), (1.7) implies that

\[
-D_+ \tau(1) \leq \liminf_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq \limsup_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq -D_- \tau(1) \quad \text{for } \mu\text{-a.a. } x.
\]

If \( \tau \) is differentiable at 1, then (1.8) implies that \( \lim_{r \searrow 0} \frac{\log B(x, r)}{\log r} = -\tau'(1) \) for \( \mu\text{-a.a. } x \), whence (cf. [Yo, Theorem 4.4])

\[
D(\mu) = -\tau'(1).
\]

Inequality (1.8) has been suggested in numerous physics papers, cf. [HJKPS, HP], and heuristic arguments can be found in many recent physics textbooks on chaos and dynamical systems, see for example [BS, Section 11.3] or [Fe, (6.38)]. Inequality (1.8) has also been obtained independently by Heurteaux [He] and Ngai [Ng] using box counting arguments. Since (cf. Proposition 4.1 below) \(-D_+ \tau(1) \leq -D_+ B_\mu(1) \) and \(-D_- B_\mu(1) \leq -D_- \tau(1) \) where \( \tau = \tau_\mu \), we see that inequality (1.7) is sharper than Heurteaux’s and Ngai’s inequality (1.8). The next example shows that inequality (1.7) in general is strictly sharper than (1.8).

**Example.** For \( t \geq 7 \) and \( n = 7, 8, 9, \ldots \), write \( \varphi(t) = 1 + \frac{1}{\log(\log t)} \) and \( a_n = n^{-\varphi(n)} \). We first observe that the series \( \sum_{n=7}^\infty a_n \) is convergent. Indeed, there exists an integer \( N \geq 7 \) such that \( \frac{\log n}{(\log(\log n))^t} \geq 2 \) for all \( n \geq N \), whence

\[
\sum_{n=7}^\infty a_n \leq N + \sum_{n=N}^\infty \frac{1}{n \exp\left(\frac{\log n}{\log(\log n)}\right)} \leq N + \sum_{n=N}^\infty \frac{1}{n \exp(\log(\log n))} = N + \sum_{n=N}^\infty \frac{1}{n(\log n)} < \infty.
\]

Let \( s = \sum_{n=7}^\infty a_n \in (0, \infty) \). Put \( p_n = \frac{a_n}{s} \) and \( s_n = \sum_{k=7}^n a_k \), and define the probability measure \( \mu \) on \( \mathbb{R} \) by
Next we compute the multifractal box dimension functions, \( \tau_\mu \) and \( \bar{\tau}_\mu \), and the multifractal packing dimension function, \( B_\mu \), of \( \mu \). We have

\[
\tau_\mu(q) = \bar{\tau}_\mu(q) = \begin{cases} 
1 - q & \text{for } 0 \leq q < 1; \\
0 & \text{for } 1 \leq q,
\end{cases}
\]

\[
B_\mu(q) = 0 \quad \text{for } 0 \leq q.
\]

Before proving (1.9) and (1.10), we consider some of the implications of these formulas. It follows from (1.9) that \( D_+ \tau_\mu(1) = 0 \) and \( D_- \tau_\mu(1) = -1 \), and inequality (1.8) therefore states that

\[
0 \leq \liminf_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq \limsup_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq 1 \quad \text{for } \mu\text{-a.a. } x.
\]

However, (1.10) shows that \( D_+ B_\mu(1) = D_- B_\mu(1) = 0 \), and inequality (1.7) therefore provides the following stronger statement,

\[
0 \leq \liminf_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq \limsup_{r \searrow 0} \frac{\log B(x, r)}{\log r} \leq 0 \quad \text{for } \mu\text{-a.a. } x,
\]

i.e.

\[
\lim_{r \searrow 0} \frac{\log B(x, r)}{\log r} = 0 \quad \text{for } \mu\text{-a.a. } x.
\]

Inequality (1.7) is therefore in general strictly stronger than Heurteaux’s and Ngai’s inequality (1.8).

We will now prove (1.9) and (1.10).

**Proof of (1.9).** Fix \( 0 \leq q < 1 \) and choose \( N \geq 14 \) such that \( \varphi(N/2)q < 1 \). Next observe that \( M_{\mu, r}^q \geq \sum_{k=7}^{N} P_k^q \geq s^{-q} \int_{n/2}^{n} t^{-\varphi(n/2)} dt = c_n n^{1-\varphi(n/2)} \) for \( n \geq N \) and \( \frac{1}{2} a_{n+1} \leq r < \frac{1}{2} a_n \), where \( (c_n) \) is a bounded sequence. Hence

\[
\tau_\mu(q) \geq \bar{\tau}_\mu(q) \geq \liminf_{n \to -\infty} \frac{\log(c_n n^{1-\varphi(n/2)})}{\log((n+2)^{\varphi(n/2)})} = 1 - q. \]

Since \( \tau_\mu \) is convex with \( \tau_\mu(0) \leq \tau_\mu(0) \leq 1 \) and \( \tau_\mu(1) = \bar{\tau}_\mu(1) = 0 \), we now deduce that \( \tau_\mu(q) = \bar{\tau}_\mu(q) = 1 - q \) for \( 0 \leq q < 1 \). Next, let \( 1 \leq q \). Clearly \( M_{\mu, r}^q \geq p^q \) for \( 0 < r < \frac{1}{2} a_8 \). This implies that \( \tau_\mu(q) \geq \tau_\mu(q) \geq \liminf_{r \searrow 0} \frac{\log \tau_\mu}{\log r} = 0. \) Since also \( \tau_\mu(q) \leq \bar{\tau}_\mu(q) \leq 0 \) for \( q \geq 1 \), we now infer that \( \tau_\mu(q) = \bar{\tau}_\mu(q) = 0 \) for \( q \geq 1 \). This completes the proof of (1.9).

**Proof of (1.10).** Since \( B_\mu \) is convex and decreasing (cf. [Ol1]) with
$B_\mu(0) = \dim(\text{supp } \mu) = \dim(\{s_7,s_8,s_9, \ldots, s\}) = 0$ and $B_\mu(1) = 0$ (cf. [Ol1]), we deduce that $B_\mu(q) = 0$ for all $q \geq 0$. This completes the proof of (1.10).

Due to a formal analogy between equations (1.1) and (1.2) and the definitions of the so-called partition function and the free energy in thermodynamics, the quantities $q$ and $\tau(q)$ are often in the physics literature interpreted as the inverse temperature and the free energy of “the physical system described by $\mu$”. Similarly, due to a formal analogy between (1.5) and the so-called Gibbs ensemble in thermodynamics, $\mu_q$ is often interpreted as the most probable distribution of the system at inverse temperature $q$, i.e. the so-called “equilibrium state” of the system at inverse temperature $q$. The reader is referred to [BP, 128–132; BS, pp. 114–126; Ot, pp. 309–910] for a discussion of these and other analogies between multifractal analysis and thermodynamics. In thermodynamics, phase transitions are manifested as points of non-differentiability of the free energy $\tau(q)$ as a function of the inverse temperature $q$. Our study of the differentiability properties of the dimension functions $b_\mu$ and $B_\mu$ can therefore be interpreted as the study of “phase transitions” of the measure $\mu$, and the measures $\mathcal{M}_{\mu}^{p,b_\mu(p)}$ and $\mathcal{P}_{\mu}^{p,B_\mu(p)}$ can be regarded as natural “equilibrium states” of $\mu$ at “inverse temperature” $q$. It is natural to ask in what way the presence or absence of “phase transitions” of $\mu$ affect the smoothness of the “equilibrium states” of $\mu$ as a function of the “inverse temperature”. In particular, we would expect that if the measure $\mu$ does not have a “phase transition” at $q$ (i.e. if the function $b_\mu$ is differentiable at $q$), then the “equilibrium states” of $\mu$ vary continuously with the “inverse temperature” at $q$. This question is formalised in Question 1.4 below. If $(X, \mathcal{E}, \lambda)$ is a measure space and $E \in \mathcal{E}$, then $\lambda \ll E$ denotes the restriction of $\lambda$ to $E$, i.e. $(\lambda \ll E)(F) = \lambda(E \cap F)$ for $F \in \mathcal{E}$.

**Question 1.4.** Let $\mu$ be a probability measure on $\mathbb{R}^d$ and $q \in \mathbb{R}$. Assume that for all $p$ in a neighbourhood of $q$ we have $b_\mu(p) = B_\mu(p)$ and $\mathcal{M}_{\mu}^{p,b_\mu(p)}(\text{supp } \mu) < \infty$. Is the following result true? If $b_\mu$ is differentiable at $q$ (i.e. if $\mu$ does not have a “phase transition” at $q$), then the map

$$p \rightarrow \mathcal{M}_{\mu}^{p,b_\mu(p)} \ll \text{supp } \mu$$

is continuous at $q$ with respect to the weak topology (i.e. the “equilibrium states” of $\mu$ vary continuously with the “inverse temperature” at $q$).

We now give a brief description of the organization the paper. Section 2 contains the statements of our main results. In Section 3 we state and prove various multifractal density theorems which will be used in the proofs of the main results, and in Section 4 we provide the proofs of the main results.
2. Statement of Results

Let $\mathcal{P}(\mathbb{R}^d)$ denote the family of Borel probability measures on $\mathbb{R}^d$ and let $\mathcal{M}(\mathbb{R}^d)$ denote the family of Radon measures on $\mathbb{R}^d$. For a Radon measure $\mu$ on $\mathbb{R}^d$ we define the lower and upper local dimension of $\mu$ at $x$ by

$$\overline{\alpha}_\mu(x) = \limsup_{r \searrow 0} \frac{\log \mu(B(x,r))}{\log r}, \quad \underline{\alpha}_\mu(x) = \liminf_{r \searrow 0} \frac{\log \mu(B(x,r))}{\log r}.$$  

If $\overline{\alpha}_\mu(x)$ and $\underline{\alpha}_\mu(x)$ agree we refer to the common value as the local dimension of $\mu$ at $x$ and denote it by $\alpha(x)$.

Our main results are formulated in terms of the Hausdorff dimension and the packing dimension of $\mu \in \mathcal{P}(\mathbb{R}^d)$. Intuitively the lower and upper Hausdorff (packing) dimension of $\mu$ equals the Hausdorff (packing) dimension of the “smallest” set with positive $\mu$-measure and the “smallest” set with full $\mu$-measure, respectively, and are thus natural measures of the singularity of $\mu$.

The precise definitions are as follows. The lower Hausdorff dimension $\dim_\mu$ of $\mu$ and the upper Hausdorff dimension $\dim^* \mu$ of $\mu$ are defined by

$$\dim_\mu = \inf \{ \dim E \mid E \subseteq \mathbb{R}^d \text{ and } \mu(E) > 0 \}$$

$$\dim^* \mu = \inf \{ \dim E \mid E \subseteq \mathbb{R}^d \text{ and } \mu(\mathbb{R}^d \setminus E) = 0 \}.$$  

Similarly, the lower packing dimension $\text{Dim}_\mu$ of $\mu$ and the upper packing dimension $\text{Dim}^* \mu$ of $\mu$ are defined by

$$\text{Dim}_\mu = \inf \{ \text{Dim} E \mid E \subseteq \mathbb{R}^d \text{ and } \mu(E) > 0 \}$$

$$\text{Dim}^* \mu = \inf \{ \text{Dim} E \mid E \subseteq \mathbb{R}^d \text{ and } \mu(\mathbb{R}^d \setminus E) = 0 \}.$$  

Hausdorff and packings dimensions of a measure $\mu$ can also be expressed in terms of the local dimensions of $\mu$. Indeed, it follows from [HT] that

$$\dim_\mu = \mu\text{-ess inf}_x \overline{\alpha}_\mu(x), \quad \dim^* \mu = \mu\text{-ess sup}_x \underline{\alpha}_\mu(x),$$

$$\text{Dim}_\mu = \mu\text{-ess inf}_x \overline{\alpha}_\mu(x), \quad \text{Dim}^* \mu = \mu\text{-ess sup}_x \underline{\alpha}_\mu(x).$$

Recall that if $(X, \mathcal{E}, \lambda)$ is a measure space and $E \in \mathcal{E}$, then $\lambda \upharpoonright E$ denotes the restriction of $\lambda$ to $E$, i.e. $(\lambda \upharpoonright E)(F) = \lambda(E \cap F)$ for $F \in \mathcal{E}$. Also, recall that if $f : \mathbb{R} \to \mathbb{R}$ is a convex function and $x \in \mathbb{R}$, then we denote the left derivative and the right derivative of $f$ at $x$ by $D_- f(x)$ and $D_+ f(x)$, respectively. We can now state our main results. The proofs will be given in Section 4.

**Theorem 2.1.** Let $\mu \in \mathcal{P}(\mathbb{R}^d)$ and $q \in \mathbb{R}$. Write $t = b_\mu(q), T = B_\mu(q), a_\pm = D_\pm b_\mu(q)$ and $A_\pm = D_\pm B_\mu(q)$.

(i) If $\mathcal{M}_{\mathcal{P}}(\mu)(\text{supp } \mu) < \infty$ and $b_\mu$ is convex, then
If $q \leq 0$, then $-qa_+ + t$ and $-qa_- + t$ 
If $0 \leq q$, then $-qa_+ + t$ 

If in addition $b_\mu(q) = B_\mu(q)$, then 

If $q \leq 0$, then $-qA_+ + T$ 
If $0 \leq q$, then $-qA_- + T$ 

$\dim_s(\mathcal{H}_\mu^{q,t} \cap \text{supp } \mu) \leq \dim^*(\mathcal{H}_\mu^{q,t} \cap \text{supp } \mu)$ 

(ii) If $\mathcal{P}_\mu^{q,T}(\text{supp } \mu) < \infty$, then 

If $q \leq 0$, then $\dim_s(\mathcal{P}_\mu^{q,T} \cap \text{supp } \mu) \leq \dim^*(\mathcal{P}_\mu^{q,T} \cap \text{supp } \mu) \leq \left\{ -qA_+ + T \right\}$ 

$\text{Theorem 2.2.}$ Let $\mu \in \mathcal{P}(\mathbb{R}^d)$ and $q \in \mathbb{R}$. Write $t = b_\mu(q)$ and $A_\pm = D_\pm B_\mu(q)$. Assume that $b_\mu(q) = B_\mu(q)$. For $\mathcal{H}_\mu^{q,t} \cap \text{supp } \mu$-a.a. $x$ we have 

$-A_+ \leq \alpha_\mu(x) \leq \alpha_\mu(x) \leq -A_-$ 

Observe that Theorem 1.1 and Theorem 1.2 in the Introduction follows from Theorem 2.1 and Theorem 2.2. Figure 1 illustrates the geometrical significance of the numbers $-qa_\pm + t$ and $-qA_\pm + T$ in Theorem 2.1 and Theorem 2.2.

Fig. 1. The graphs of $b_\mu$ and $B_\mu$, and the geometrical significance of the numbers $-a_\pm q + t$ and $-A_\pm q + T$ for $q \leq 0$ and $0 \leq q$. 
Remarks. (1) It is natural to expect a rather subtle interplay between the local properties of the multifractal Hausdorff measure $\mathcal{H}_t^{q,t}$ and the multifractal packing measure $\mathcal{P}_t^{q,t}$ as indicated in Theorem 2.1. It follows from [Ol3] that there exist (self-affine) measures $\mu$ and $q \in \mathbb{R}$ such that $-qB'_\mu(q) + B_\mu(q) < 0$. Hence, for such measures, the equality $\dim^*(\mathcal{P}_{t}^{q,t} \triangleq \supp \mu) = \dim_* (\mathcal{P}_{t}^{q,t} \triangleq \supp \mu) = -qB'_\mu(q) + B_\mu(q)$ cannot hold. It therefore seems necessary to introduce the regularity condition $b_\mu(q) = B_\mu(q)$, relating the local Hausdorff measure properties and the local packing measure properties.

(2) Taylor [Ta] defined a fractal to be any subset $E$ of a metric space which satisfies $\dim E = \dim_* E$. For $q = 0$ condition $b_\mu(q) = B_\mu(q)$ states that $\dim(\supp \mu) = b_\mu(0) = B_\mu(0) = \dim(\supp \mu)$, i.e. $\supp \mu$ satisfies Taylor’s definition of a fractal. The regularity condition imposed on $\mu$ by requiring that $b_\mu(q) = B_\mu(q)$ can therefore be viewed as a multifractal version of Taylor’s regularity condition.

(3) The numbers $A_{\pm} = D_{\pm} B_\mu(q)$ in Theorem 1.1 and Theorem 2.2 cannot be replaced by $a_{\pm} = D_{\pm} b_\mu(q)$. Examples in [Ol1] shows that there exist measures such that $-a_- < -a_+$. It is therefore natural to ask if the bounds in Theorem 2.2 are the best possible.

Question 2.3. Let $\mu \in \mathcal{P}(\mathbb{R}^d)$ and $q \in \mathbb{R}$. Write $t = b_\mu(q)$ and $A_{\pm} = D_{\pm} B_\mu(q)$. Assume that $b_\mu(q) = B_\mu(q)$. Is

$$(\mathcal{H}_{t}^{q,t} \triangleq \supp \mu)\text{-ess inf}_x \overline{\mu}_t(x) = -A_+,$$

and

$$(\mathcal{H}_{t}^{q,t} \triangleq \supp \mu)\text{-ess sup}_x \overline{\mu}_t(x) = -A_- ?$$

3. Multifractal Density Theorems

In this section we prove some multifractal density results which we will need in order to prove the main results; however, we believe that the density results below also have some interest in their own right.

Multifractal densities are defined as follows. Recall that $\mathcal{M}(\mathbb{R}^d)$ denotes the family of Radon measures on $\mathbb{R}^d$. Let $\mu, \nu \in \mathcal{M}(\mathbb{R}^d)$ and $q, t \in \mathbb{R}$. For $x \in \supp \mu$ we define the upper and lower $(q, t)$-density of $\nu$ at $x$ w.r.t. $\mu$ by

$$d_{\mu,t}^{q,t}(x, \nu) = \lim_{r \downarrow 0} \frac{\nu(B(x, r))}{\mu(B(x, r))^{q}(2r)^t}, \quad d_{\mu,t}^{q,t}(x, \nu) = \lim_{r \downarrow 0} \frac{\nu(B(x, r))}{\mu(B(x, r))^{q}(2r)^t},$$

cf. [Ol1].

Theorem 3.1 (Besicovitch’s Covering Theorem). There exists a positive in-
teger \( \zeta \) such that the following holds: If \( E \subseteq \mathbb{R}^d \) and \( \{ r_x : x \in E \} \) is a family of positive numbers satisfying \( \sup_{x \in E} r_x < \infty \), then there exist \( \zeta \) countable or finite subfamilies \( \mathcal{V}_1, \ldots, \mathcal{V}_\zeta \) of \( \{ B(x, r_x) : x \in E \} \) such that:

1. For each \( i = 1, \ldots, \zeta \), the family \( \mathcal{V}_i \) consists of pairwise disjoint sets.
2. \( E \subseteq \bigcup_i \bigcup_{B \in \mathcal{V}_i} B \).

**Proof.** See [deG, p. 5].

**Theorem 3.2.** Let \( \mu, \nu \in \mathcal{M}(\mathbb{R}^d) \), \( q, t \in \mathbb{R} \) and let \( E \subseteq \text{supp } \mu \) be a Borel subset of \( \text{supp } \mu \).

(i) If \( \mathcal{H}_\mu^q(t)(E) < \infty \) then

\[
\frac{1}{\zeta} \mathcal{H}_\mu^q(t)(E) \inf_{x \in E} d_{\mu}^q(t)(x, \nu) \leq \nu(E) \leq \mathcal{H}_\mu^q(t)(E) \sup_{x \in E} d_{\mu}^q(t)(x, \nu)
\]

where \( \zeta \) is the constant that appears in Besicovitch’s covering theorem.

(ii) If \( \mathcal{P}_\mu^q(t)(E) < \infty \) then

\[
\mathcal{P}_\mu^q(t)(E) \inf_{x \in E} d_{\mu}^q(t)(x, \nu) \leq \nu(E) \leq \mathcal{P}_\mu^q(t)(E) \sup_{x \in E} d_{\mu}^q(t)(x, \nu).
\]

**Proof.**

(i) Proof of \( \nu(E) \leq \mathcal{H}_\mu^q(t)(E) \sup_{x \in E} \overline{d}_{\mu}^q(t)(x, \nu) \). Follows from [Ol1, Theorem 2.14].

Proof of \( \frac{1}{\zeta} \mathcal{H}_\mu^q(t)(E) \inf_{x \in E} \overline{d}_{\mu}^q(t)(x, \nu) \leq \nu(E) \). Let \( a = \inf_{x \in E} \overline{d}_{\mu}^q(t)(x, \nu) \). We may clearly assume that \( a > 0 \). It suffices to prove that \( \frac{1}{\zeta} \mathcal{H}_\mu^q(t)(E)(a - \eta) \leq \nu(E) + \varepsilon \) for all \( \varepsilon > 0 \) and \( 0 < \eta < a \). Now fix \( \varepsilon > 0 \) and \( 0 < \eta < a \). By inner regularity it suffices to prove that \( \frac{1}{\zeta} \mathcal{H}_\mu^q(t)(F)(a - \eta) \leq \nu(E) + \varepsilon \) for all closed subsets \( F \) of \( E \). Let \( F \) be a closed subset of \( E \). Since \( \mathcal{H}_\mu^q(t)(F) = \sup_{H \subseteq F \mathcal{H}_\mu^q(t)(H)} \), it is sufficient to prove that

\[
(3.1) \quad \frac{1}{\zeta} \mathcal{H}_\mu^q(t)(H)(a - \eta) \leq \nu(E) + \varepsilon
\]

for all \( H \subseteq F \). Now let \( H \subseteq F \). For \( r > 0 \) let \( B(F, r) = \{ x \in \mathbb{R}^d : \text{dist}(F, x) \leq r \} \) denote the closed \( r \)-neighbourhood of \( F \). Since \( B(F, r) \subseteq F \) as \( r \to 0 \) (because \( F \) is closed) and \( \mathcal{H}_\mu^q(t)(H) \leq \mathcal{H}_\mu^q(t)(H) < \infty \) there exists \( \delta > 0 \) such that

\[
(3.2) \quad \nu(B(F, \delta)) \leq \nu(F) + \frac{\varepsilon}{2\zeta}, \quad \mathcal{H}_\mu^q(t)(H) - \frac{\varepsilon}{2(a - \eta)} \leq \mathcal{H}_\mu^q(t, \delta)(H).
\]

Let \( \mathcal{V} = \{ B(x, \delta) : x \in H, 0 < \delta \leq \delta, \nu(B(x, \delta)) \geq (a - \eta)\mu(B(x, r)^q(t)^{1/2}) \} \). By assumption \( H \subseteq \bigcup_{B \in \mathcal{V}_i} B \) and Besicovitch’s covering theorem therefore implies that there exist \( \zeta \) countable or finite subfamilies \( \mathcal{V}_1, \ldots, \mathcal{V}_\zeta \) of \( \mathcal{V} \) such that:

1. for each \( i = 1, \ldots, \zeta \), the family \( \mathcal{V}_i \) consists of pairwise disjoint sets;
2. \( H \subseteq \bigcup_i \bigcup_{B \in \mathcal{V}_i} B \).
Write $\gamma_i = (B(x_{ij}, r_{ij}))$. We then have
\[
\mathcal{H}^{q,t}_\mu(H)(a - \eta) \leq (a - \eta)\mathcal{H}^{q,t}_\mu(H) + \frac{\varepsilon}{2} \\
\leq (a - \eta) \sum_{i=1}^{\xi} \sum_{j} \mu(B(x_{ij}, r_{ij}))^q (2r_{ij})^t + \frac{\varepsilon}{2} \\
\leq \sum_{i=1}^{\xi} \nu(\bigcup_{j} B(x_{ij}, r_{ij})) + \frac{\varepsilon}{2} \leq \zeta \nu(B(F, \delta)) + \frac{\varepsilon}{2} \\
\leq \zeta \nu(F) + \varepsilon \leq \zeta \nu(E) + \varepsilon.
\]

(ii) This statement is identical to [Ol1, Theorem 2.15].

**Theorem 3.3.** Let $\mu \in \mathcal{H}(\mathbb{R}^d)$, $q, t \in \mathbb{R}$ and let $E \subseteq \text{supp} \mu$ be a measurable subset of $\text{supp} \mu$.

(i) If $\mathcal{H}^{q,t}_\mu (E) < \infty$ then
\[
1 \leq \overline{d}_\mu^{q,t}(x, \mathcal{H}^{q,t}_\mu \uparrow E) \leq \zeta \quad \text{for} \quad \mathcal{H}^{q,t}_\mu \uparrow \text{supp} \mu \text{-a.a.} \ x \in E
\]
where $\zeta$ is the constant that appears in Besicovitch’s covering theorem.

(ii) If $\mathcal{P}^{q,t}_\mu (E) < \infty$ then
\[
\overline{d}_\mu^{q,t}(x, \mathcal{P}^{q,t}_\mu \uparrow E) = 1 \quad \text{for} \quad \mathcal{P}^{q,t}_\mu \uparrow \text{supp} \mu \text{-a.a.} \ x \in E.
\]

**Proof.** (i) For $k \in \mathbb{N}$ write
\[
E^+_k = \left\{ x \in E \left| \overline{d}_\mu^{q,t}(x, \mathcal{H}^{q,t}_\mu \uparrow E) < 1 - \frac{1}{k} \right. \right\}, \\
E^-_k = \left\{ x \in E \left| \overline{d}_\mu^{q,t}(x, \mathcal{H}^{q,t}_\mu \uparrow E) > \zeta + \frac{1}{k} \right. \right\}.
\]
Put $\nu = \mathcal{H}^{q,t}_\mu \uparrow E$. For each $k \in \mathbb{N}$, Theorem 4.2 implies that
\[
\mathcal{H}^{q,t}_\mu (E^-_k) = \nu(E^-_k) \leq \mathcal{H}^{q,t}_\mu (E^-_k) \sup_{x \in E^-_k} \overline{d}_\mu^{q,t}(x, \nu) \leq \mathcal{H}^{q,t}_\mu (E^-_k) \left( 1 - \frac{1}{k} \right), \\
\zeta \mathcal{H}^{q,t}_\mu (E^+_k) = \zeta \nu(E^+_k) \geq \mathcal{H}^{q,t}_\mu (E^+_k) \inf_{x \in E^+_k} \overline{d}_\mu^{q,t}(x, \nu) \geq \mathcal{H}^{q,t}_\mu (E^+_k) \left( \zeta + \frac{1}{k} \right),
\]
whence $\mathcal{H}^{q,t}_\mu (E^-_k) = 0$ and $\mathcal{H}^{q,t}_\mu (E^+_k) = 0$. Hence
\[
\mathcal{H}^{q,t}_\mu \{ x \in E \mid \overline{d}_\mu^{q,t}(x, \mathcal{H}^{q,t}_\mu \uparrow E) \notin [1, \zeta] \} = \mathcal{H}^{q,t}_\mu ((\cup_k E^-_k) \cup (\cup_k E^+_k)) = 0
\]
which proves the desired result.

(ii) The proof of (ii) is similar to the proof of (i).
Remarks. (1) The results in Theorem 3.3 are multifractal generalizations of the density results in [Tr].

(2) Let \( \mu, \nu \in \mathcal{M}(\mathbb{R}^d) \), \( q, t \in \mathbb{R} \) and \( E \) be a Borel subset of \( \text{supp} \mu \) such that \( \mathcal{H}^{q,t}_\mu(E) < \infty \). If \( \mu \) satisfies the doubling condition on \( E \), i.e. if \( \limsup_{r \to 0} \sup_{x \in E} \frac{\mu(B(x,2r))}{\mu(B(x,r))} < \infty \), then it follows from [Ol1] that the results in Theorem 3.2. (i) and Theorem 3.3. (i) can be strengthened: we have

\[
\mathcal{H}^{q,t}_\mu(E) \inf_{x \in E} \overline{d}^{q,t}_\mu(x, \nu) \leq \nu(E) \leq \mathcal{H}^{q,t}_\mu(E) \sup_{x \in E} \overline{d}^{q,t}_\mu(x, \nu)
\]

and

\[
\overline{d}^{q,t}_\mu(x, \mathcal{H}^{q,t}_\mu \subseteq E) = 1 \quad \text{for} \quad \mathcal{H}^{q,t}_\mu \subseteq \text{supp} \mu \text{-a.a.} \quad x \in E.
\]

4. Proofs of the Main Results

In this section we prove the main results in the paper. We begin by stating a result about the behaviour of the dimension functions \( b_\mu \) and \( B_\mu \) which we will need later.

**Proposition 4.1.** Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \) and \( q, t \in \mathbb{R} \).

(i) \( \mathcal{H}^{q,t}_\mu \leq \mathcal{H}^{q,t}_\mu \).

(ii) There exists an integer \( \zeta \) such that \( \mathcal{H}^{q,t}_\mu \leq \zeta \mathcal{H}^{q,t}_\mu \).

(iii) \( \dim^{q,t}_\mu \leq \dim^{q,t}_\mu \leq \Delta^{q,t}_\mu \), in particular \( b_\mu \leq B_\mu \leq \Lambda_\mu \). Also \( \Lambda_\mu = \tau_\mu \).

(iv) \( b_\mu \) is decreasing, and \( B_\mu \) and \( \tau_\mu \) are convex and decreasing. Also

\[
b_\mu(1) = B_\mu(1) = \tau_\mu(1) = 0.
\]

(v) \( D_+ \tau_\mu(1) \leq D_+ B_\mu(1) \leq D_+ B_\mu(1) \leq D_+ \tau_\mu(1) \).

**Proof.** Statements (i), (ii), (iii) and (iv) follow from [Ol1], and (v) follows immediately from (iii) and (iv).

We now turn to the proofs of the main results.

**Proposition 4.2.** Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \) and \( q, t \in \mathbb{R} \).

(i) If \( \mathcal{H}^{q,t}_\mu(\text{supp} \mu) < \infty \), then we have for \( \mathcal{H}^{q,t}_\mu \subseteq \text{supp} \mu \text{-a.a.} \quad x \),

\[
\begin{align*}
\text{If } q \leq 0, \text{ then } & \quad q\overline{\alpha}_\mu(x) + t \\
\text{If } 0 \leq q, \text{ then } & \quad q\overline{\alpha}_\mu(x) + t \\
\text{If } q \leq 0, \text{ then } & \quad \overline{\alpha}_\mu(x) + t \\
\text{If } 0 \leq q, \text{ then } & \quad \overline{\alpha}_\mu(x) + t
\end{align*}
\]

(ii) If \( \mathcal{H}^{q,t}_\mu(\text{supp} \mu) < \infty \), then we have for \( \mathcal{H}^{q,t}_\mu \subseteq \text{supp} \mu \text{-a.a.} \quad x \),

\[
\begin{align*}
\text{If } q \leq 0, \text{ then } & \quad q\overline{\alpha}_\mu(x) + t \\
\text{If } 0 \leq q, \text{ then } & \quad q\overline{\alpha}_\mu(x) + t \\
\text{If } q \leq 0, \text{ then } & \quad \overline{\alpha}_\mu(x) + t \\
\text{If } 0 \leq q, \text{ then } & \quad \overline{\alpha}_\mu(x) + t
\end{align*}
\]
If \( q \leq 0 \), then
\[
\alpha_{\mu}^{q} \text{supp}_x = \left\{ q\alpha_{\mu}(x) + t \right\}
\]
If \( 0 \leq q \), then
\[
\alpha_{\mu}^{q} \text{supp}_x = \left\{ q\alpha_{\mu}(x) + t \right\}
\]
If \( q \leq 0 \), then
\[
q\alpha_{\mu}(x) + t \leq \alpha_{\mu}^{q} \text{supp}_x \leq q\alpha_{\mu}(x) + t
\]
If \( 0 \leq q \), then
\[
q\alpha_{\mu}(x) + t \leq \alpha_{\mu}^{q} \text{supp}_x \leq q\alpha_{\mu}(x) + t
\]

**Proof.** This result follows easily from Theorem 3.3 by taking logarithms.

**Lemma 4.3.** Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \). Fix \( E \subseteq \text{supp} \mu, q, p, t, s \in \mathbb{R} \) and \( c > 0 \). Assume that for each \( x \in E \) there exist positive numbers \( r > 0 \) arbitrarily close to 0 such that
\[
\mu(B(x, r)^q(2r)^t \leq c\mu(B(x, r)^p (2r)^s).
\]
Then
\[
\mathcal{H}^{q, t}_\mu(E) \leq c\zeta\mathcal{P}^{p, s}_\mu(E)
\]
where \( \zeta \) is the constant in Besicovitch’s covering theorem.

**Proof.** Fix \( F \subseteq E \) and \( \delta > 0 \), and write \( \mathcal{V} = \{ B(x, r) \mid x \in F, 0 < r < \delta, \mu(B(x, r)^q(2r)^t \leq c\mu(B(x, r)^p (2r)^s) \}. \) By assumption \( F \subseteq \cup_{B \in \mathcal{V}} B \), and it therefore follows from Besicovitch’s covering theorem that there exist \( \zeta \) countable or finite subfamilies \( \mathcal{V}_1, \ldots, \mathcal{V}_\zeta \) of \( \mathcal{V} \) such that:
1. for each \( i = 1, \ldots, \zeta \), the family \( \mathcal{V}_i \) consists of pairwise disjoint sets;
2. \( F \subseteq \cup_i \cup_{B \in \mathcal{V}_i} B \).
Write \( \mathcal{V}_i = (B(x_{ij}, r_{ij}))_j \). We clearly have
\[
\mathcal{H}^{q, t}_\mu(F) \leq \sum_i \sum_j \mu(B(x_{ij}, r_{ij})^{q}(2r_{ij})^{t} \leq c\sum_i \sum_j \mu(B(x_{ij}, r_{ij})^{p}(2r_{ij})^{s}
\]
Letting \( \delta \searrow 0 \) now yields \( \mathcal{H}^{q, t}_\mu(F) \leq c\zeta\mathcal{P}^{p, s}_\mu(F) \) for all \( F \subseteq E \).
Hence, if \( F \subseteq E \) and \( E \subseteq \cup_i E_i \), then
\[
\mathcal{H}^{q, t}_\mu(F) = \mathcal{H}^{q, t}_\mu(\cup_i (F \cap E_i)) \leq \sum_i \mathcal{H}^{q, t}_\mu(F \cap E_i)
\]
\[
\leq c\zeta \sum_i \mathcal{P}^{p, s}_\mu(F \cap E_i) \leq c\zeta \sum_i \mathcal{P}^{p, s}_\mu(E_i).
\]
It therefore follows that \( \mathcal{H}^{q, t}_\mu(F) \leq c\zeta\mathcal{P}^{p, s}_\mu(E) \) for all \( F \subseteq E \), whence \( \mathcal{H}^{q, t}_\mu(E) \leq c\zeta\mathcal{P}^{p, s}_\mu(E) \).

**Proposition 4.4.** Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \) and \( q \in \mathbb{R} \).
(i) If \( b_\mu \) is convex, then we have for \( \mathcal{H}^{q, b_\mu(q)}_\mu \text{supp} \mu-a.a. \ x. \)
It now follows easily from equations (4.3) and (4.4) that
\[ h_{-\mu}(x) \leq -D_+ b_\mu(q) \leq \alpha_\mu(x), \quad \alpha_\mu(x) \leq -D_- b_\mu(q). \]

(ii) We have for \( \mathcal{P}^q B_\mu(q) \subseteq \text{supp } \mu \)-a.a. \( x \),
\[ -D_+ B_\mu(q) \leq \overline{\alpha}_\mu(x), \quad \alpha_\mu(x) \leq -D_- B_\mu(q). \]

PROOF. (i) Proof of \( -D_+ b_\mu(q) \leq \overline{\alpha}_\mu(x) \) for \( \mathcal{H}^q B_\mu(q) \subseteq \text{supp } \mu \)-a.a. \( x \). Write \( a = D_+ b_\mu(q) \). Fix \( \varepsilon, \eta > 0 \) and let
\[ E = \left\{ x \in \text{supp } \mu \mid \liminf_{r \to 0^+} \frac{\mu B(x, r)}{2r}^{a-\varepsilon} > \eta \right\}. \]
It clearly suffices to prove that \( \mathcal{H}^q B_\mu(q)(E) = 0 \).
Since \( b_\mu \) is convex, there exists \( h > 0 \) such that \( \frac{b_\mu(q+h) - b_\mu(q)}{h} < a + \varepsilon \), whence \( b_\mu(q + h) < b_\mu(q) + h(a + \varepsilon) \), and we therefore deduce that
\[ \mathcal{H}^q B_\mu(q)(E) \leq \eta^{-h} \mathcal{H}^q B_\mu(q)(E) = 0. \]

Also observe that for each \( x \in E \) there exists a positive number \( r_x \) such that
\[ \mu(B(x, r))^{q}(2r)^{b_\mu(q)} \leq \eta^{-h} \mu(B(x, r))^{q+h}(2r)^{b_\mu(q) + h(a + \varepsilon)} \quad \text{for } 0 < r < r_x. \]
It now follows easily from equations (4.1) and (4.2) that \( \mathcal{H}^q B_\mu(q)(E) \leq \eta^{-h} \mathcal{H}^q B_\mu(q)(E) = 0. \)

Proof of \( \alpha_\mu(x) \leq -D_- b_\mu(q) \) for \( \mathcal{H}^q B_\mu(q) \subseteq \text{supp } \mu \)-a.a. \( x \). Write \( a = D_- b_\mu(q) \). Fix \( \varepsilon, K > 0 \) and let
\[ E = \left\{ x \in \text{supp } \mu \mid \limsup_{r \to 0^+} \frac{\mu B(x, r)}{2r}^{a+\varepsilon} < K \right\}. \]
It clearly suffices to prove that \( \mathcal{H}^q B_\mu(q)(E) = 0 \).
Since \( b_\mu \) is convex, there exists \( h > 0 \) such that \( \frac{b_\mu(q-h) - b_\mu(q)}{h} > a - \varepsilon \), whence \( b_\mu(q - h) < b_\mu(q) - h(a - \varepsilon) \), and we therefore deduce that
\[ \mathcal{H}^q B_\mu(q)(E) \leq K^{-h} \mathcal{H}^q B_\mu(q)(E) = 0. \]

Next observe that for each \( x \in E \) there exists a positive number \( r_x \) such that
\[ \mu(B(x, r))^{q}(2r)^{b_\mu(q)} \leq K^h \mu(B(x, r))^{q-h}(2r)^{b_\mu(q) - h(a - \varepsilon)} \quad \text{for } 0 < r < r_x. \]
It now follows easily from equations (4.3) and (4.4) that \( \mathcal{H}^q B_\mu(q)(E) \leq K^h \mathcal{H}^q B_\mu(q)(E) = 0. \)

(ii) The proof of (ii) is similar to the proof of (i).

PROPOSITION 4.5. Let \( \mu \in \mathcal{P}(R^d) \) and \( q \in R \). For \( \mathcal{H}^q B_\mu(q) \subseteq \text{supp } \mu \)-a.a. \( x \) we have
\[-D_+ B_{\mu}(q) \leq \alpha_{\mu}(x) \leq \overline{\alpha}_{\mu}(x) \leq -D_- B_{\mu}(q).\]

**Proof.** Proof of \(-D_+ B_{\mu}(q) \leq \alpha_{\mu}(x)\) for \(\mathcal{K}_{\mu}^{q, B_{\mu}(q)} \subset \text{supp } \mu\)-a.a. \(x\). Write \(A = D_+ B_{\mu}(q)\). Fix \(\varepsilon, \eta > 0\). It clearly suffices to prove that

\[
\mathcal{K}_{\mu}^{q, B_{\mu}(q)} \left( \left\{ x \in \text{supp } \mu \left| \limsup_{r \to 0} \frac{\mu B(x, r)}{(2r)^{-A+\varepsilon}} > \eta \right. \right\} \right) = 0.
\]

Since \(B_{\mu}\) is convex (by Proposition 4.1), there exists \(h > 0\) such that \(\frac{B_{\mu}(q+h) - B_{\mu}(q)}{h} < A + \varepsilon\), whence \(B_{\mu}(q + h) < B_{\mu}(q) + h(A + \varepsilon)\), and we therefore deduce that

\[
(4.5) \quad \mathcal{K}_{\mu}^{q+h, B_{\mu}(q)+h(A+\varepsilon)}(\text{supp } \mu) = 0.
\]

Let

\[
E = \left\{ x \in \text{supp } \mu \left| \limsup_{r \to 0} \frac{\mu B(x, r)}{(2r)^{-A+\varepsilon}} > \eta \right. \right\}.
\]

For each \(x \in E\) there exist positive numbers \(r\) arbitrarily close to 0 such that

\[
\mu(B(x, r))^q(2r)^{B_{\mu}(q)} \leq \eta^{-h} \mu(B(x, r)+(2r))^{q+h}(2r)^{B_{\mu}(q)+h(A+\varepsilon)},
\]

and Lemma 4.3 and (4.5) therefore imply that \(\mathcal{K}_{\mu}^{q, B_{\mu}(q)}(E) \leq \eta^{-h} \mathcal{K}_{\mu}^{q+h, B_{\mu}(q)+h(A+\varepsilon)}(E) = 0\).

Proof of \(\overline{\alpha}_{\mu}(x) \leq -D_- B_{\mu}(q)\) for \(\mathcal{K}_{\mu}^{q, B_{\mu}(q)} \subset \text{supp } \mu\)-a.a. \(x\). Write \(A = D_- B_{\mu}(q)\). Fix \(\varepsilon, K > 0\). It clearly suffices to prove that

\[
\mathcal{K}_{\mu}^{q, B_{\mu}(q)} \left( \left\{ x \in \text{supp } \mu \left| \liminf_{r \to 0} \frac{\mu B(x, r)}{(2r)^{-A+\varepsilon}} < K \right. \right\} \right) = 0.
\]

Since \(B_{\mu}\) is convex, there exists \(h > 0\) such that \(\frac{B_{\mu}(q-h) - B_{\mu}(q)}{h} > A - \varepsilon\), whence \(B_{\mu}(q - h) < B_{\mu}(q) - h(A - \varepsilon)\), and we therefore deduce that

\[
(4.6) \quad \mathcal{K}_{\mu}^{h, B_{\mu}(q)-h(A-\varepsilon)}(\text{supp } \mu) = 0.
\]

Let

\[
E = \left\{ x \in \text{supp } \mu \left| \liminf_{r \to 0} \frac{\mu B(x, r)}{(2r)^{-A+\varepsilon}} < K \right. \right\}.
\]

For each \(x \in E\) there exist positive numbers \(r\) arbitrarily close to 0 such that

\[
\mu(B(x, r))^q(2r)^{B_{\mu}(q)} \leq K^h \mu(B(x, r))^{q-h}(2r)^{B_{\mu}(q)-h(A-\varepsilon)},
\]
and Lemma 4.3 and (4.6) therefore imply that $M_H^{q,B_r(q)}(E) \leq K^h \zeta \psi^{h-B_r(q)-h(A-\varepsilon)}(E) = 0$.

**Proof of Theorem 2.1.** Follows from Proposition 4.2, Proposition 4.4 and Proposition 4.5.

**Proof of Theorem 2.2.** Follows from Proposition 4.5.
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