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Abstract.
The theory of bilinear Hankel forms of higher order (or higher weight) initiated in [12] is extended to the multilinear case. We study multilinear forms appearing in the decomposition of tensor products of function spaces on the disc with respect to a weighted action of the Möbius group. We obtain a trace ideal criterion for these forms, and study discrete and continuous systems of orthogonal polynomials in several variables connected with the decomposition. Some of these polynomials are related to spherical harmonics.

1. Introduction.
Let $D$ be the unit disc in $\mathbb{C}$. We will denote by $G$ the Möbius group of conformal automorphisms of $D$ and by $\tilde{G}$ its universal cover. One can define an element of $\tilde{G}$ to be an element $\phi$ of $G$ and a determination of $\log \phi'$. We will abusively denote such an element by the same letter $\phi$. Then, for any $\nu \in \mathbb{C}$,

\begin{equation}
(f * \phi)(z) = f(\phi z)\phi'(z)^{\nu/2}
\end{equation}

defines an action of $\tilde{G}$ on functions on $D$. When $\nu$ is a real integer we have an action of the double cover $SU(1, 1) \simeq SL(2, \mathbb{R})$ of $G$, and if $\nu$ is even, an action of $G$. We will be concerned with the case when $\nu > 0$ and the functions $f$ are analytic. There is then an essentially unique [4] Hilbert space $\mathcal{A}_{\nu}$ of analytic functions on the disc whose norm is invariant under the action (1), so that

$$U_{\nu}(\phi)f = f * \phi^{-1}$$

gives a unitary representation of $\tilde{G}$ on $\mathcal{A}_{\nu}$. The unitary representations of $\tilde{G}$ were classified in [26]. What we have here is the positive discrete series, in a realization which was first considered in this generality in [28]. The scalar product in the space $\mathcal{A}_{\nu}$ is given by
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(2) \[ (f, g)_\nu = \sum_{k=0}^{\infty} \frac{k!}{(\nu)_k} \hat{f}(k)\overline{g(k)}, \]

where \( f(z) = \sum \hat{f}(k)z^k \) and 
\[ (\nu)_k = \nu(\nu + 1) \cdots (\nu + k - 1), \quad (\nu)_0 = 1 \]
is the Pochhammer symbol. The norm will be denoted by \( || \cdot ||_\nu \), it is normalized so that \( ||1||_\nu = 1 \). The space \( \mathcal{A}^\nu \) has the reproducing kernel \( k_w(z) = (1 - \bar{w}z)^{-\nu} \), that is 
\[ f(w) = (f, k_w)_\nu, \quad f \in \mathcal{A}^\nu, \quad w \in \mathbb{D}. \]

When \( \nu > 1 \), \( \mathcal{A}^\nu \) is the Dzhrbashyan (or weighted Bergman) space [9], with inner product 
\[ (f, g)_\nu = \int_{\mathbb{D}} f(z)\overline{g(z)} \, dm_\nu(z), \]
where 
\[ dm_\nu(z) = \frac{\nu - 1}{\pi} (1 - |z|^2)^{\nu-2} \, dx dy. \]

In particular, \( \mathcal{A}^2 \) is the (unweighted) Bergman space. When \( \nu = 1 \), we have the Hardy space \( \mathbb{H}^2 \) with inner product 
\[ (f, g)_1 = \frac{1}{2\pi} \int_{\partial \mathbb{D}} f(z)g(z) \, |dz|. \]

For \( 0 < \nu < 1 \), \( \mathcal{A}^\nu \) is not the analytic part of an \( L^2 \)-space, so there is no so simple integral formula. We are interested in bounded multilinear forms on a product \( \mathcal{A}^{\nu_1} \times \cdots \times \mathcal{A}^{\nu_n} \). These can uniquely be written as 
\[ (f_1, \ldots, f_n) = \sum_{k_1, \ldots, k_n = 0}^{\infty} \frac{k_1! \cdots k_n!}{(\nu_1)_{k_1} \cdots (\nu_n)_{k_n}} \hat{f}_1(k_1) \cdots \hat{f}_n(k_n) \overline{K(k_1, \ldots, k_n)}, \]
where the kernel \( K(z) = \sum \hat{K}(k_1, \ldots, k_n)z^k \) is analytic on the polydisc \( \mathbb{D}^n \); here and throughout we use multi-index notation such as 
\[ z = (z_1, \ldots, z_n), \quad z^k = z_1^{k_1} \cdots z_n^{k_n}. \]

We have an action of \( \tilde{G} \), which on the kernel level takes the form 
\[ (K * \phi)(z) = K(\phi z_1, \ldots, \phi z_n)\overline{\phi'(z_1)^{k_1} \cdots \phi'(z_n)^{k_n}}. \]

The Hilbert tensor product \( \mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n} \) can be identified with the space of kernels such that
\[ \|K\|^2 = \sum_{k_1,\ldots,k_n=0}^{\infty} \frac{k_1! \cdots k_n!}{(\nu_1)_{k_1} \cdots (\nu_n)_{k_n}} |\tilde{K}(k_1, \ldots, k_n)|^2 < \infty, \]

or with the corresponding forms. \( \tilde{G} \) acts unitarily on this Hilbert space by

\[ (U_{\nu_1} \otimes \cdots \otimes U_{\nu_n})(\phi)K = K*\phi^{-1}. \]

When \( \nu = (\nu_1, \ldots, \nu_n) \) is fixed we will use the notations \( \langle \cdot, \cdot \rangle_\nu, \| \cdot \|_\nu \) for this space as well, and denote it for short by \( \bigotimes \mathcal{A}^\nu \). When \( \nu_1 > 1 \), we will denote the measure \( dm_{\nu_1}(z_1) \cdots dm_{\nu_n}(z_n) \) by \( dm_\nu(z) \), so that \( \bigotimes \mathcal{A}^\nu \) is the analytic part of \( L^2(D^n, dm_\nu) \).

Note that although \( \mathcal{A}^\nu \) is irreducible under the action of \( \tilde{G} \), the tensor product is not. In fact, there is a decomposition

\[ \mathcal{A}^{\nu_1} \otimes \mathcal{A}^{\nu_2} = \bigoplus_{s=0}^{\infty} \mathcal{H}_s \]

into closed irreducible subspaces. When viewed as bilinear forms, the elements of \( \mathcal{H}_s \) can be written as

\[ H(f_1, f_2) = H_s^\nu(f_1, f_2) = \langle \mathcal{F}_s(f_1, f_2), g \rangle_\nu, \]

where \( \mu = \nu_1 + \nu_2 + 2s \), the symbol \( g \) is in \( \mathcal{A}^\mu \), and \( \mathcal{F}_s \) is given by

\[ \mathcal{F}_s(f_1, f_2) = \sum_{k=0}^{s} \binom{s}{k} (-1)^{s-k} \frac{f_1^{(k)} f_2^{(s-k)}}{(\nu_1)_k (\nu_2)_{s-k}}. \]

This is shown in [12] for \( \nu_1 = \nu_2 \) and in [33] for \( \nu_1 \neq \nu_2 \). The bilinear differential operators \( \mathcal{F}_s \) are called transvectants. (To obtain the transvectants occurring in classical invariant theory, one formally replaces the \( \nu_i \) with negative integers. For higher order Hankel forms in this context, cf. [22].) In particular, \( \mathcal{H}_0 \) is the space of forms

\[ (f_1, f_2) \mapsto \langle f_1 f_2, g \rangle_{\nu_1+\nu_2}. \]

This is usually called a Hankel form, and accordingly the elements of \( \mathcal{H}_s \) for general \( s \) are called Hankel forms of higher order (or higher weight).

A fundamental fact is that the correspondence between \( H \) and \( g \) gives an equivalence of unitary representations, that is

\[ \|H_s^\nu\|_\nu = C\|g\|_\mu, \quad (U_{\nu_1} \otimes U_{\nu_2})(\phi)H_s^\nu = H_s^{\nu_1 + \nu_2}(\phi)g \]

(where \( C \) is a constant depending on \( s, \nu_1 \) and \( \nu_2 \)), so that

\[ \mathcal{A}^{\nu_1} \otimes \mathcal{A}^{\nu_2} \simeq \bigoplus_{s=0}^{\infty} \mathcal{A}^{\nu_1+\nu_2+2s}. \]
In itself, this equivalence is not very hard to prove. However, in the papers mentioned it is given a very explicit form. Moreover, the operators $H_g^* g$ make sense also for more general symbols $g$, and one still has the intertwining property $(H_g^* + \phi = H_g^* g)$. This arises for example the question of relating Schatten class properties of these forms to properties of the symbol (the Hilbert tensor product equals the Schatten class $\mathfrak{S}_2$), which is answered in [12, 33] (for $\nu_1, \nu_2 \geq 1$).

In this paper we study the general case $\mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n}$. From (7) follows by induction the equivalence

$$\mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n} \simeq \bigoplus_{s_1, \ldots, s_{n-1} = 0}^{\infty} \mathcal{A}^{[\nu_1 + 2(s_1 + \cdots + s_{n-1})]} = \bigoplus_{s_0 = 0}^{\infty} \binom{n + s - 2}{n - 2} \mathcal{A}^{[\nu_1 + 2s]}$$

(where $|\nu| = \sum \nu_i$), which we intend to make more explicit. In Section 2 we start our study of this decomposition by considering the derived representation of the Lie algebra of $\tilde{G}$. In Section 3 we give explicit expressions for the elements of the components, involving multilinear generalizations of the transvectant and Newton’s divided differences. In Section 4 we study Schatten class properties of our forms. Our approach is different from that in [12]. The proof of that paper depends on the theory of paracommutators, whereas we use the theory of Möbius invariant function spaces. In Sections 5 to 7 we generalize some of the contents of [19]. That is we study certain discrete and continuous systems of orthogonal polynomials connected with the decomposition, and more precisely with the Clebsch-Gordan and Wigner coefficients of our representation. In the bilinear case three classical polynomial systems appear, namely the Jacobi polynomials, the Hahn polynomials and the Hahn polynomials of imaginary argument. In the $n$-linear case we obtain analogues of these with $n - 1$ variables. Special cases of these polynomials have been introduced by Appell [1], Karlin and McGregor [13] and Proriol [25]. When the $\nu_i$ are half-integers, the polynomials of Jacobi-type are related to spherical harmonics. This is explained in Section 8. In fact we sketch an alternative approach to higher order Hankel forms, based on the Segal-Shale-Weil representation, where harmonic polynomials arise in a natural way.

We would like to point out that the disc is just the first case to consider. It should be possible to extend our findings to more general domains. In the bilinear case, this has been studied in [20] for the complex ball and for general bounded symmetric domains in [21]. Another generalization involves $q$-anallogues of the spaces $\mathcal{A}^\mu$, where the Lie group $\tilde{G}$ is replaced by a “quantum group”. This gives rise to basic hypergeometric polynomials of several variables. We will treat this in detail in the future publication [27]. For further ideas of generalizations we refer to [23].
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2. An infinitesimal approach.

In this section we apply some fundamental facts about highest weight modules to the space $\otimes_{\nu} \mathcal{A}^\nu = \mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n}$. Recall the derived representation, which is defined by

$$Xf = \lim_{t \to 0} U_\nu(\exp(tX))f - f$$

for $X$ in the Lie algebra $su(1,1)$ of $\tilde{G}$. (Compared to [12], we have replaced $Xf$ by $-Xf$. This is one reason why we prefer to speak of forms of higher order, since strictly speaking these are now of lower weight.) It extends by linearity to the complexification $g = \mathfrak{sl}(2, \mathbb{C})$ of $su(1,1)$, which is more convenient to use. In the standard basis $E = (0, 1, 0)$, $F = (0, 0, 1)$, $H = (1, 0, -1)$ of $g$ it is given on $\mathcal{A}^\nu$ by

$$E = -\frac{d}{dz}, \quad F = z^2 \frac{d}{dz} + \nu z, \quad H = -(2z \frac{d}{dz} + \nu),$$

and on $\otimes \mathcal{A}^\nu$ by

$$E = -\sum_{i=1}^n \frac{\partial}{\partial z_i}, \quad F = \sum_{i=1}^n \left( z_i \frac{\partial}{\partial z_i} + \nu z_i \right), \quad H = -\sum_{i=1}^n \left( 2z_i \frac{\partial}{\partial z_i} + \nu_i \right).$$

When considered as operators, they are unbounded, though densely defined. They satisfy

$$[EF] = H, \quad [HE] = 2E, \quad [HF] = -2F,$$

$$E^* = -F, \quad F^* = -E, \quad H^* = H,$$

where $*$ denotes the Hilbert space adjoint. We also compute the Casimir operator

$$C = H^2 + 2EF + 2FE = \sum_{i} \nu_i (\nu_i - 2)$$

$$+ 2 \sum_{i<j} \left( \nu_i \nu_j + 2 (z_i - z_j) \left( \nu_j \frac{\partial}{\partial z_i} - \nu_i \frac{\partial}{\partial z_j} \right) - 2 (z_i - z_j)^2 \frac{\partial^2}{\partial z_i \partial z_j} \right).$$

This is a symmetric operator which commutes with the actions of $g$ and $\tilde{G}$.

An irreducible $g$-module of highest weight $\lambda$ is by definition a module $A$
generated by a vector of highest weight \( \lambda \), i.e. an element \( q \neq 0 \) satisfying \( Eq = 0, Hq = \lambda q \). Then
\[
EF^k q = k(\lambda - k + 1)F^{k-1}q, \quad HF^k q = (\lambda - 2k)F^k q,
\]
so \( A \) is generated over \( \mathbb{C} \) by \( \{F^k q \mid k = 0, 1, 2, \ldots \} \). Also \( Cp = \lambda(\lambda + 2)p \) for all \( p \in A \).

Let us for a while confine attention to the space \( \mathcal{P}_i \) of polynomials, considered as a \( \mathfrak{g} \)-submodule of \( \mathfrak{g}^{\nu_i} \). It is an irreducible module of highest weight \( -\nu_i \), with \( 1 \) as a highest weight vector. By purely algebraic arguments (cf. [11], p. 71) it follows that
\[
N^n \mathcal{P}_i = \bigoplus_{s=0}^{\infty} H_s,
\]
where \( H_s \) is a sum of \( \binom{n+s-2}{n-2} \) irreducible \( \mathfrak{g} \)-modules of highest weight \( -(|\nu| + 2s) \). Writing \( \mathcal{H}_s \) for the closure of \( H_s \) in \( \bigotimes \mathfrak{g}^{\nu_i} \), it follows that
\[
\bigotimes_{i=1}^{n} \mathfrak{g}^{\nu_i} = \bigoplus_{s=0}^{\infty} \mathcal{H}_s \simeq \bigoplus_{s=0}^{\infty} \binom{n+s-2}{n-2} \mathfrak{g}^{(|\nu|+2s)-2}, \tag{8}
\]
where the sum and tensor product now are interpreted in the Hilbert space sense. Note that \( \mathcal{H}_s \) is also the eigenspace of \( C \) with the eigenvalue \( (|\nu| + 2s)(|\nu| + 2s - 2) \). We define a \textit{Hankel form of higher order} to be a multilinear form of type (4) whose kernel \( K \) is a eigenvector (not necessarily in \( \bigotimes \mathfrak{g}^{\nu_i} \)) of \( C \). A \textit{Hankel form of order} \( s \) is a form with the eigenvalue \( (|\nu| + 2s)(|\nu| + 2s - 2) \).

3. Explicit expressions.

In this section we find some explicit expressions for our generalized Hankel forms. Let us first determine the highest weight vectors, i.e. the solutions in \( \bigotimes \mathfrak{g}^{\nu_i} = \mathfrak{g}^{\nu_1} \otimes \cdots \otimes \mathfrak{g}^{\nu_n} \) to the system \( Hq = -(|\nu| + 2s)q, \quad Eq = 0 \). The first equation means that they are homogeneous polynomials of degree \( s \), the second one that they can be expressed as functions of \( z_i - z_j \) (\( 1 \leq i, j \leq n \)). Alternatively, the second equation means that
\[
q(z_1 + w, \ldots, z_n + w) = q(z_1, \ldots, z_n) \tag{9}
\]
for all \( w \). The space of all such polynomials has indeed dimension \( \binom{n+s-2}{n-2} \).

We now fix such a \textit{highest weight polynomial} \( q \). It will be convenient to write
\[
\mu = |\nu| + 2s.
\]
We want to construct the intertwining embedding $\mathcal{H}_q$ from $\mathcal{A}^\mu$ to $\bigotimes \mathcal{A}^\nu$ that takes $1$ to $q$. Then $w^k = F^k 1/(\mu)_k$ should be mapped to $F^k q/(\mu)_k$, so we set

$$\mathcal{H}_q(g) = \sum_{k=0}^{\infty} \hat{g}(k) F^k q.$$  

By a computation, using that $F^* = -E$, or by Schur’s lemma,

$$\|\mathcal{H}_q(g)\|^2 = \|g\|^2 \|q\|^2.$$  

Thus we may write (8) as

$$\bigotimes_{i=1}^n \mathcal{A}^{\nu_i} \simeq \bigoplus_{s=0}^\infty \mathcal{A}^{\nu_i + 2s} \otimes Q_s,$$  

where $Q_s$ is the space of highest weight polynomials of degree $s$ and $g \otimes q$ corresponds to $\mathcal{H}_q(g)$. (When all the $\nu_i$ are equal this is the decomposition with respect to $G \times S_n$, where $S_n$ is the symmetric group.) The space $\mathcal{H}_q$ of the previous section equals the space of finite sums of kernels $\mathcal{H}_q(g)$, where $q$ is a highest weight polynomial of degree $s$ and $g \in \mathcal{A}^\mu$.

Note that $\mathcal{H}_q(g)$ can be defined also for many analytic $g$ which are not in $\mathcal{A}^\mu$. We will denote by $H = H_q^g$ (for Hankel) the form on $\mathcal{A}^{\nu_1} \times \cdots \times \mathcal{A}^{\nu_n}$ with kernel $\mathcal{H}_q(g)$. This is a Hankel form of order $s$, and intertwining in the sense that $(H_q^g) \ast \phi = H_{\gamma \ast \phi}$, where $H$ transforms as an element of $\bigotimes \mathcal{A}^\nu$ and $\gamma$ as an element of $\mathcal{A}^\mu$. A general Hankel form of order $s$ can be written as a finite sum of forms $H_q^g$.

We denote by $\mathcal{J}_q : \mathcal{A}^{\nu_1} \times \cdots \times \mathcal{A}^{\nu_n} \rightarrow \mathcal{A}^\mu$ the $n$-linear operator defined by

$$\mathcal{J}_q(f_1, \ldots, f_n) = \mathcal{H}_q^*(f_1 \otimes \cdots \otimes f_n),$$

where $\mathcal{H}_q^* : \bigotimes \mathcal{A}^\nu \rightarrow \mathcal{A}^\mu$ is the Hilbert space adjoint of $\mathcal{H}_q$. We call the operators $\mathcal{J}_q$ transvectants. In Proposition 3.2 we will see that $\mathcal{J}_q$ is a differential operator of the same degree as $q$. In the rest of this section we will write for short

$$K = \mathcal{H}_q(g),$$

$$J = \mathcal{J}_q(f_1, \ldots, f_n).$$

Thus we may write

$$H_q^g(f_1, \ldots, f_n) = \langle f_1 \otimes \cdots \otimes f_n, K \rangle = \langle J, g \rangle_\mu.$$  

To find explicit expressions for $J$ and $K$, we first observe that
J(w) = \langle J, k_w \rangle = \langle f_1 \otimes \cdots \otimes f_n, \mathcal{K}_q(k_w) \rangle_{\nu}.

But since

\[ k_w(z) = \frac{1}{(1 - wz)^{\mu}} = \sum_{k=0}^{\infty} \frac{(\mu)_k \bar{w}^k}{k!} z^k, \]

it follows from (10) that

\[ \mathcal{K}_q(k_w) = \sum_{k=0}^{\infty} \frac{\bar{w}^k}{k!} F^k q = e^{\bar{w}F} q, \]

which gives

\[ J(w) = \langle f_1 \otimes \cdots \otimes f_n, e^{\bar{w}F} q \rangle_{\nu}. \]

Since \((e^{\bar{w}F})^* = e^{-wE}\) we may also write

\[ J(w) = \langle e^{-wE}(f_1 \otimes \cdots \otimes f_n), q \rangle_{\nu}, \]

provided that \(e^{-wE}(f_1 \otimes \cdots \otimes f_n) \in \bigotimes \mathcal{A}_w^r\). Now one may check that

\[
e^{\bar{w}F}(f_1 \otimes \cdots \otimes f_n) = f_1(z_1 + w) \cdots f_n(z_n + w).
\]

(In fact, for any \(X \in \mathfrak{s}(2, \mathbb{C}), e^{wX}\) acts as in (5).) This gives integral formulas for \(J_q\) and \(\mathcal{K}_q\). If some of the \(\nu_i\) are less than 1, the formulas of the following proposition are valid if properly reinterpreted (the integrals must be replaced by sums such as (2) and (4)).

**Proposition 3.1.** The operators \(J_q\) and \(\mathcal{K}_q\) are given by

\[
J(w) = \int_{D^n} q \left( \frac{z_1}{1 - \bar{w}z_1}, \ldots, \frac{z_n}{1 - \bar{w}z_n} \right) \frac{f_1(z_1) \cdots f_n(z_n)}{(1 - \bar{w}z_1)^{\nu_1} \cdots (1 - \bar{w}z_n)^{\nu_n}} dm_{\nu}(z),
\]

\[
K(z) = \int_{D^n} q \left( \frac{z_1}{1 - \bar{w}z_1}, \ldots, \frac{z_n}{1 - \bar{w}z_n} \right) \frac{g(w)}{(1 - \bar{w}z_1)^{\nu_1} \cdots (1 - \bar{w}z_n)^{\nu_n}} dm_{\nu}(w),
\]

where \(K\) and \(J\) are as in (12) and (13). If \(f_1 \otimes \cdots \otimes f_n\) can be extended to the polydisc

\[ D^n_w = \{ z \in \mathbb{C}^n \mid |z_i - w| < 1, \ 1 \leq i \leq n \}, \]

we may also write
\[(17) \quad J(w) = \int_{D^\nu} f_1(z_1 + w) \cdots f_n(z_n + w) q(z_1, \ldots, z_n) \, dm_\nu(z) \]
\[(18) \quad = \int_{D^\nu} f_1(z_1) \cdots f_n(z_n) q(z_1, \ldots, z_n) \, dm_\nu(z_1 - w, \ldots, z_n - w). \]

**Proof.** The formulas (15) and (17) follow from the corresponding formulas in the preceding paragraph. It is also clear that (16) follows from (15), and (18) is immediate from (17) and (9).

It is not hard to check the intertwining properties of $j$ and $k$ directly from (15) and (16). Using the invariance of the scalar products and the identity

\[1 - \phi z_i \bar{z}_j = (1 - z_i \bar{z}_j) \phi'(z_j)^{1/2} \phi'(z_j)^{1/2}, \quad \phi \in \tilde{G},\]

one verifies that they reduce to the fact that

\[q\left(\frac{z_1}{1 - w z_1}, \ldots, \frac{z_n}{1 - w z_n}\right) = q\left(\frac{\phi z_1}{1 - \phi w \phi z_1}, \ldots, \frac{\phi z_n}{1 - \phi w \phi z_n}\right) \phi'(w).

This follows in turn from the properties of $q$ and the two identities

\[
\frac{z_i}{1 - w z_i} - \frac{z_j}{1 - w z_j} = \frac{z_i - z_j}{(1 - \bar{w} z_i)(1 - \bar{w} z_j)}.
\]

We will now generalize the expression (6) to the multilinear case.

**Proposition 3.2.** If $q(z) = \sum_{|s| = s} c_s z^s$ is a highest weight polynomial, then

\[(19) \quad \mathcal{J}_q(f_1, \ldots, f_n) = \sum_{|s| = s} \bar{c}_s \frac{f_1^{(s_1)}(w) \cdots f_n^{(s_n)}(w)}{(\nu_1)_{s_1} \cdots (\nu_n)_{s_n}}.

**Proof.** It suffices to take the $f_i$ as polynomials, so that (14) is valid. By Taylor’s formula, $e^{-wE}(f_1 \otimes \cdots \otimes f_n)$ is given by

\[f_1(z_1 + w) \cdots f_n(z_n + w) = \sum_{s_1, \ldots, s_n \geq 0} \frac{f_1^{(s_1)}(w) \cdots f_n^{(s_n)}(w)}{s_1! \cdots s_n!} z_1^{s_1} \cdots z_n^{s_n}.

Inserting this in (14) we obtain (19).

Alternatively, we may differentiate the reproducing formula (3) $k$ times to obtain

\[\frac{f^{(k)}(w)}{(\nu)^k} = \int_D \frac{z^k f(z)}{(1 - z w)^{\nu+k}} \, dm_\nu(z),\]
and use this to see that (19) is equivalent to (15). Note also that for \( n = 2 \) we have up to a constant only \( q(z_1, z_2) = (z_1 - z_2)^4 \), and then \( f_q = f_s \) is given by (6).

Let us now return to the topic of integral formulas. It is sometimes convenient to express our generalized Hankel forms as boundary integrals. One has then only to apply the easily verified formula

\[
\langle f, g \rangle_\mu = \langle f, b \rangle_1 = \frac{1}{2\pi} \int_{\partial \mathcal{D}} f \overline{b} |dw|,
\]

where

\[
b(z) = \sum_{k=0}^{\infty} \frac{k!}{(\mu)_k} \hat{g}(k) z^k.
\]

It follows that

\[
H^q_\mu(f_1, \ldots, f_n) = \frac{1}{2\pi} \int_{\partial \mathcal{D}} J \overline{b} |dw|
\]

and that

\[
(20) \quad K(z) = \frac{1}{2\pi} \int_{\partial \mathcal{D}} q \left( \frac{z_1}{1 - \overline{w} z_1}, \ldots, \frac{z_n}{1 - \overline{w} z_n} \right) \frac{b(w)}{(1 - \overline{w} z_1)^{\nu_1} \cdots (1 - \overline{w} z_n)^{\nu_n}} |dw|.
\]

This is of particular interest when \( \mu \) is an integer. We can then write

\[
g(z) = \frac{h^{(\mu-1)}(z)}{(\mu - 1)!},
\]

where \( h(z) = z^{\mu-1} b(z) \). The function \( h \) is interesting because it also behaves nicely under the group action, a fact that has been called Bol’s lemma (cf. [22] for a historical discussion):

\[
\left( \frac{d}{dz} \right)^{\mu-1} (h(\phi z) \phi'(z)^{(2-\mu)/2}) = h^{(\mu-1)}(\phi z) \phi'(z)^{\mu/2}.
\]

This reflects the fact that \( \mathcal{A}^\mu \) is equivalent as a representation to a space of analytic functions modulo polynomials of degree \( < \mu - 1 \), transforming according to

\[
U(\phi^{-1}) h = h(\phi z) \phi'(z)^{(2-\mu)/2},
\]

and an isomorphism is given by \( h^{(\mu-1)} \mapsto h \). Our kernel can be expressed as

\[
(21) \quad K(z) = \frac{1}{2\pi i} \int_{\partial \mathcal{D}} q \left( \frac{z_1}{1 - \overline{w} z_1}, \ldots, \frac{z_n}{1 - \overline{w} z_n} \right) \frac{h(w) \overline{w}^\mu}{(1 - \overline{w} z_1)^{\nu_1} \cdots (1 - \overline{w} z_n)^{\nu_n}} \, dw.
\]
In [12], higher order Hankel forms were introduced through Newton’s divided differences
\[ h(z_1, z_2) = \frac{h(z_1) - h(z_2)}{z_1 - z_2}, \quad h(z_1, z_2, z_3) = \frac{h(z_1, z_2) - h(z_1, z_3)}{z_2 - z_3} \]
etc.

Let us see how to find expressions involving these. We now assume that all the \( \nu_i \) (and hence \( \mu \)) are positive integers. First suppose that \( q \) is of the form
\[ q(z) = \prod_{ij} (z_i - z_j)^{s_{ij}}. \]

We let \( s_i = \sum_j (s_{ij} + s_{ji}) \), so that \( \sum_i s_i = 2s \). In that case we find that
\[ K(z) = \frac{1}{2\pi i} \int_{\partial \mathbb{D}} \prod_{ij} \left( \frac{z_i - z_j}{(1 - w z_j)(1 - w z_i)} \right)^{s_{ij}} \frac{h(w) \bar{h}(\mu)}{(1 - \bar{w} z_1)^{\nu_1} \cdots (1 - \bar{w} z_n)^{\nu_n}} \, dw \]
\[ = \frac{q(z)}{2\pi i} \int_{\partial \mathbb{D}} \frac{h(w)}{(w - z_1)^{\nu_1 + \nu_i} \cdots (w - z_n)^{\nu_s + \nu_n}} \, dw \]
\[ = q(z) h(z_1, \ldots, z_1, \ldots, z_n, \ldots, z_n) \]
using a well-known integral formula for the divided differences. If \( q \) is not of the form (22), we get a linear combination of such expressions.

To summarize, a Hankel form \( H^q \) of order \( s \) is given by
\[ H^q (f_1, \ldots, f_n) = \langle f_1 \otimes \cdots \otimes f_n, K \rangle_{\mu} = \langle J, h \rangle_{\mu} = \langle J, b \rangle_{1}, \]
where \( J \) is given by (19), \( K = K^q \) by (16) and \( K = K_h \) by (20). For integer \( \mu \) we can write \( K = K_h \) as in (21), and when all the \( \nu_i \) are integers it is given by a linear combination of expressions like (23).

4. Trace class criterion.

We will now discuss \( \Xi_p \)-properties of our forms. In the case \( \sum \nu_i - \max \nu_i > 1 \) and \( p \geq 1 \) we obtain a complete trace class criterion. Our proof generalizes the one for the case \( n = 0, s = 0, \nu_1 = \nu_2 > 1 \) (that is for little Hankel operators on Dzhbrashyan spaces) given in [18]. For the theory of trace classes of multilinear forms we refer to [7], though we will denote by \( \Xi_{\infty} \) the space of bounded forms, not the compact ones. Note that \( \Xi_2 \) is just the space \( \otimes \mathcal{A}'' \) (when viewed as a space of forms). For \( s \in \mathbb{R} \) and \( 0 < p \leq \infty \), we introduce the Besov space \( \mathcal{B}^{\mu, p} \) of analytic functions on the disc such that
where $m$ is any natural number with $m > s$. Then $\mathcal{A}^\nu = \mathcal{B}^{1-\nu,2}$. This definition is independent of $m$, that is

\begin{equation}
\tag{25}
f \in \mathcal{B}^{1-\nu,2} \iff f' \in \mathcal{B}^{\nu+2,2} \text{ (so } f \in \mathcal{A}^\nu \iff f' \in \mathcal{A}^{\nu+2}).
\end{equation}

Also, $\mathcal{B}^{1-\nu,2}$ is invariant under the action (1) for any $\nu \in \mathbb{R}$. We finally let $\mathcal{B}^\nu_0$ be the closure of the polynomials in $\mathcal{B}^{\nu,\infty}$; then (with $m$ as above)

\[
f \in \mathcal{B}^\nu_0 \iff \lim_{|z| \to 1} (1 - |z|^2)^{m-s}|f^{(m)}(z)| = 0.
\]

The main step in the proof of our trace class criterion is Lemma 4.1 below. It is also true in the case $\nu = 0$, when it is due to Arazy and Fisher [3]. It was observed in [18] that it can be extended to other values of $\nu$. We will deduce the lemma from the atomic decomposition of analytic Besov spaces as given by Peloso in [24], generalizing earlier work by Coifman and Rochberg [8].

**Lemma 4.1.** Let $X$ be a Banach space of analytic functions on $D$ such that $1 \in X$ and the norm of $X$ is invariant under the action (1) for some $\nu > 0$. Then $\mathcal{B}^{1-\nu,1}$ is continuously contained in $X$.

**Proof.** By [24], for any $\beta > 0$ there exists a sequence $(w_i)_{i=1}^{\infty}$ in $D$ and a constant $C$ such that any function $f \in \mathcal{B}^{1-\nu,1}$ can be decomposed as

\[
f(z) = \sum_{i=1}^{\infty} c_i \frac{(1 - |w_i|^2)^\beta}{(1 - z\bar{w_i})^{\beta + 2}}, \quad \text{where } \sum_{i=1}^{\infty} |c_i| \leq C\|f\|_{\mathcal{B}^{1-\nu,1}}.
\]

We take $\beta = \nu/2$, so that this can be written as $f = \sum c_i (1 \ast \phi_i)$, with $\phi_i(z) = (z - w_i)/(1 - \bar{w_i}z)$. Then

\[
\|f\|_X \leq \sum_{i=1}^{\infty} |c_i| \|1 \ast \phi_i\|_X \leq C\|1\|_X \|f\|_{\mathcal{B}^{1-\nu,1}},
\]

which proves the lemma.

**Lemma 4.2.** For $\nu_i > 0$ (1 $\leq i \leq n$) and $\sum \nu_i - \max \nu_i > 1$ we have

\[
f_i \in \mathcal{A}^{\nu_i} \Rightarrow f_1 \cdots f_n \in \mathcal{B}^{1-\frac{1}{\sum \nu_i},1}.
\]

**Proof.** First let us show that

\[
\mathcal{A}^{\nu} \subseteq \mathcal{B}^{1-\nu,2} \quad (1 \leq p \leq \infty, \; \nu > 0).
\]

(This is a version of Sobolev’s imbedding theorem.) Since
\[ f \in \mathcal{B}^{1-s}_2 \Leftrightarrow (1 - |z|^2)^{2(\nu+2)} |f'(z)| \in L^p \left( \frac{dx dy}{(1 - |z|^2)^2} \right) \]

it suffices to prove this when \( p = \infty \). But in that case the inclusion follows from

\[ |f(z)| = |\langle f, k_z \rangle_\nu| \leq \|f\|_\nu \|k_z(z)\|^{-1} = \|f\|_\nu (1 - |z|^2)^{-1}. \]

Using (25) one sees that it suffices to prove the lemma when \( \max \nu_i = \nu_1 > 2 \), and thus \( \nu_2 + \cdots + \nu_n > 1 \). We can then choose \( p_2, \ldots, p_n \) with \( 1/p_2 + \cdots + 1/p_n = 1/2 \) and \( p_i > 2/\nu_i \) (\( 2 \leq i \leq n \)), which gives, by Hölder’s inequality,

\[ \int_D |f_1 \cdots f_n|(1 - |z|^2)^{2(\nu_1+\cdots+\nu_n)-2} \, dx \, dy \]

\[ \leq \left( \int_D |f_1|^2 (1 - |z|^2)^{\nu_2-2} \, dx \, dy \right)^{\frac{1}{p_1}} \prod_{i=2}^n \left( \int_D |f_i|^{p_i} (1 - |z|^2)^{2\nu_i-2} \, dx \, dy \right)^{\frac{1}{p_i}}. \]

This completes the proof since \( f_i \in \mathcal{B}^{1/p_i-2/p_i}_2 \), and the parameters are chosen so that one may take \( m = 0 \) in (24).

We can now state

**Theorem 4.3.** Let \( H \) be a Hankel form of order \( s \) in \( \mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n} \), written as in the previous section

\[ H = \sum_{j=1}^k H_{g_j}q_j, \]

where \( k = \binom{n+s-2}{n-2} \) and \( (q_1, \ldots, q_k) \) is any basis for the space of highest weight polynomials of degree \( s \), and let \( \mu = |\nu| + 2s \). If \( \sum \nu_i - \max \nu_i > 1 \), we have the equivalences

(26) \[ H \in \mathfrak{L}_p \Leftrightarrow g_j \in \mathcal{B}^{1-s}_2 \text{ for all } j (1 \leq p \leq \infty), \]

(27) \[ H \text{ is compact} \Leftrightarrow g_j \in \mathcal{B}^{s}_0 \text{ for all } j. \]

If \( \nu_i > 0 \) are arbitrary, we have in (26) the implication \( \Leftarrow \) for \( 1 \leq p \leq 2 \) and \( \Rightarrow \) for \( 2 \leq p \leq \infty \) and in (27) the implication \( \Rightarrow \).

**Proof.** We fix \( j \), put \( q = q_j \) and let \( X = \{ g \mid H_g \in \mathfrak{L}_1 \} \). This is a Banach space with norm \( \|g\|_X = \|H_gq\|_{\mathfrak{L}_1} \), which is invariant when \( g \) transforms as an element of \( \mathcal{A}^\mu \). Since \( g = 1 \) gives the form with kernel \( q \) which is trivially in \( \mathfrak{L}_1 \), Lemma 4.1 gives \( \mathcal{B}^{1-s}_2 \subseteq X \). This shows that
\[ g_j \in \mathfrak{B}^{\frac{1}{2} - \frac{s}{2}} \text{ for all } j \Rightarrow H \in \mathfrak{S}_1. \]

Assume conversely that \( H \in \mathfrak{S}_1 \), and that \( \sum \nu_i - \max \nu_i > 1 \). We want to show that

\[ H \in \mathfrak{S}_1 \Rightarrow g_j \in \mathfrak{B}^{\frac{1}{2} - \frac{s}{2}} \]

for a fixed \( j \). We may then assume that \((q_1, \ldots, q_k)\) is orthogonal. By definition, one can write

\[ H(f_1, \ldots, f_n) = \sum_{i=1}^{\infty} c_i \langle f_1, \psi_1^j \rangle_{\nu_1} \cdots \langle f_n, \psi_n^j \rangle_{\nu_n}, \]

where the \( \psi_j^j \) satisfy

\[ \sum_{i=1}^{\infty} |c_i| \|\psi_1^j\|_{\nu_1} \cdots \|\psi_n^j\|_{\nu_n} < \infty. \]

Equivalently,

\[ \sum_{i=1}^{k} \mathcal{K}_{q_i}(g_i) = \sum_{i=1}^{\infty} c_i (\psi_1^j \otimes \cdots \otimes \psi_n^j). \]

We now apply the equality

\[ J_{q_i} \mathcal{K}_{q_i} = \langle q_i, q_j \rangle_{\nu} \text{Id}, \]

which is just the polarization of (11). It gives

\[ g_j = \|q\|_{\nu}^{-2} \sum_{i=1}^{\infty} c_i J_q(\psi_1^j, \ldots, \psi_n^j) \]

(where still \( q = q_j \)), so it suffices to prove that, for some constant \( C \),

\[ \|J_q(\psi_1^j, \ldots, \psi_n^j)\|_{\mathfrak{B}^{\frac{1}{2} - \frac{s}{2}}} \leq C \|\psi_1^j\|_{\nu_1} \cdots \|\psi_n^j\|_{\nu_n}. \]

Now if \((s_1, \ldots, s_n)\) is a multi-index of length \( s \), we clearly have

\[ \sum (\nu_i + 2s_i) - \max (\nu_i + 2s_i) > 1. \]

But then (29) follows from Lemma 4.2 and (25), so the theorem holds for \( p = 1 \).

Now, since \( \mathfrak{S}_1 = \mathfrak{S}_\infty \) and \((\mathfrak{B}^{\frac{1}{2} - \frac{s}{2}})^* = \mathfrak{B}^{\frac{s}{2} - \infty}\) with respect to the dualities given by \( \mathfrak{S}_2 \) and \( \mathcal{A}_\nu \) respectively, the theorem follows for \( p = \infty \) from the case \( p = 1 \), using (28), and then for general \( p \) by interpolation. The com-
pactness criterion follows since the space of compact forms is the closure in $\mathcal{S}_\infty$ of the forms with polynomial kernels.

What happens when the $\nu_i$ are so small that there is no equivalence in Theorem 4.3? This seems to be much more difficult. One certainly has to go beyond the scale of Besov spaces, since for $n = 2, s = 0$ and $\nu_1 = \nu_2 = 1$, $H$ is bounded if and only if $g \in \text{BMO}$. We refer to [32] for trace ideal criteria for Hankel type operators in this situation.

5. Orthogonal polynomials.

So far we have formulated our theory only for the unit disc $D$. However, it applies to any Riemann surface $U$ conformally equivalent to $D$. One has only to define

$$\mathcal{A}^{\nu}(U) = \{(f \circ \psi)(\psi^*)^{\nu/2} | f \in \mathcal{A}^{\nu}(D)\} \ (\nu > 0),$$

where $\psi : U \to D$ is a conformal isomorphism. This space is independent of $\psi$. We carry over the Hilbert space structure and get a unitary representation as before. When $U$ is a disc, a half-plane or a strip the objects in study can be expressed using Fourier transform on the boundary. In the case $\mathcal{A}^{\nu} \otimes \mathcal{A}^{\nu} (\nu \geq 1)$, this was worked out in [19]. The orthogonality of the decomposition then leads naturally to three systems of orthogonal polynomials. The rest of this paper will be concerned with generalizations of these systems to the multilinear case.

Let us write down expressions for the norm in $\mathcal{A}^{\nu}$ of the half-plane $\{\text{Im} \ z > 0\}$ and the strip $\{0 < \text{Im} \ z < \pi\}$ respectively:

$$\|f\|^2_\nu = \left. \frac{\Gamma(\nu)}{2\pi} \int_0^\infty |\hat{f}(\xi)|^2 \xi^{1-\nu} \frac{d\xi}{2\pi} \right.,$$

$$\|f\|^2_\nu = \left. \Gamma(\nu) \int_{-\infty}^\infty |\hat{f}(\xi)|^2 \frac{e^{-\pi\xi}}{\left|\Gamma\left(\frac{\nu}{2} + i\xi\right)\right|^2} \frac{d\xi}{2\pi} \right..$$

Here the hat denotes Fourier transform of (in general distributional) boundary values on the real axis. This can be found in [19], except that for the strip one there finds the alternative expression

$$\|f\|^2_\nu = \left. \frac{(\nu - 1)2^{\nu-2}}{\pi} \int_{-\infty}^\infty |\hat{f}(\xi)|^2 \int_0^\pi e^{-2\nu\xi}(\sin y)^{\nu-2} \frac{dy}{2\pi} \right. \ (\nu > 1).$$

The inner integral can, however, be expressed as indicated (cf. [31], formula 3.4.6(5)), which also gives an extension to all positive $\nu$. Since
\( f_y(\xi) = e^{-i\xi} \hat{f}(\xi) \), where \( f_y(x) = f(x + iy) \), (30) can also be written more symmetrically as

\[
\|f\|_\nu^2 = \Gamma(\nu) \int_0^\infty (|\hat{f}_0(\xi)|^2 + |\hat{f}_\pi(-\xi)|^2) \frac{e^{-\pi \xi}}{\left| \frac{\nu}{2} + i\xi \right|^\nu} \frac{d\xi}{2\pi},
\]

The expressions for higher order Hankel forms given in [19] extend immediately to the multilinear case, so we will just write them down. It is convenient to use the symbol corresponding to \( b \). In the halfplane, disc and strip respectively, they are then given by (using the same somewhat arbitrary normalization as in [19])

\[
H(f_1, \ldots, f_n) = \int_{\mathbb{R}^n} \frac{b(\xi_1 + \cdots + \xi_n)p(\xi)f_1(\xi_1) \cdots f_n(\xi_n)}{(2\pi)^n} d\xi,
\]

\[
H(f_1, \ldots, f_n) = \sum_{k=0}^{\infty} \frac{b(k)}{m_1 + \cdots + m_n = k + s} \frac{p(m_1, \ldots, m_n)}{f_1(m_1) \cdots f_n(m_n)},
\]

\[
H(f_1, \ldots, f_n) = \int_{\mathbb{R}^n} \frac{b(\xi_1 + \cdots + \xi_n)p(\xi)(1 + e^{-2\pi(\xi_1 + \cdots + \xi_n)})\hat{f}_1(\xi_1) \cdots \hat{f}_n(\xi_n)}{(2\pi)^n} d\xi,
\]

where

\[
p = Tq, \quad p = \Xi q, \quad p = Tq
\]

and \( T, \Xi \) and \( T \) are the operators sending \( z_1^{s_1} \cdots z_n^{s_n} \) to

\[
\left( \frac{\xi_1^{s_1} \cdots \xi_n^{s_n}}{(\nu_1)^{s_1} \cdots (\nu_n)^{s_n}} \right), \quad (-1)^r \left( \frac{(-m_1)^{s_1} \cdots (-m_n)^{s_n}}{(\nu_1)^{s_1} \cdots (\nu_n)^{s_n}} \right),
\]

\[
(-1)^s \left( \frac{(\nu_1 - i\xi_1)^{s_1} \cdots (\nu_n - i\xi_n)^{s_n}}{(\nu_1)^{s_1} \cdots (\nu_n)^{s_n}} \right)
\]

respectively. Note that \( p, p \) and \( p \) are polynomials of degree \( s \). Now if \( q \) and \( q' \) are two orthogonal highest weight polynomials, then the corresponding Hankel forms are orthogonal for all \( g \). It follows that the polynomials \( p = Tq, \ldots, p' = Tq' \) satisfy the orthogonality relations

\[
\int p(\xi) p'(\xi) \xi_1^{s_1-1} \cdots \xi_n^{s_n-1} d\xi = 0,
\]

where the integration is over \( \xi_1 + \cdots + \xi_n = C, \xi_1, \ldots, \xi_n > 0 \) and \( C > 0 \) is arbitrary,
for $M = s, s + 1, \ldots$ and
\[
\int p(\xi) \overline{p'(\xi)} \left| \Gamma\left(\frac{\nu_1}{2} + i\xi_1\right) \right|^2 \cdots \left| \Gamma\left(\frac{\nu_n}{2} + i\xi_n\right) \right|^2 d\xi = 0,
\]
where the integration is over the entire plane $\xi_1 + \cdots + \xi_n = C$ and $C \in \mathbb{R}$ is arbitrary.

When $q$ is of the form (22) we have found an amusing Rodrigues-type formula for $p = Tq$:
\[
p(\xi) = \frac{(-1)^s \xi_1^{\nu_1-1} \cdots \xi_n^{\nu_n-1}}{(\nu_1)_{\nu_1} \cdots (\nu_n)_{\nu_n}} q\left(\frac{\partial}{\partial \xi}\right) (\xi_1^{\nu_1+s-1} \cdots \xi_n^{\nu_n+s-1})
\]
(35)

(where $s_i = \sum_j (s_{ij} + s_{ji})$). To see this, write
\[
q(z) = \sum_{|t|=t} c_t z^t, \quad p(\xi) = \sum_{|t|=t} c_t \frac{\xi_1^{\nu_1} \cdots \xi_n^{\nu_n}}{(\nu_1)_{\nu_1} \cdots (\nu_n)_{\nu_n}}.
\]

Then (35) reduces to $c_t = (-1)^s c_{s-t}$, that is to the immediately verified identity
\[
z_1^{\nu_1} \cdots z_n^{\nu_n} q\left(\frac{1}{z_1}, \ldots, \frac{1}{z_n}\right) = (-1)^s q(z_1, \ldots, z_n).
\]
We remark that in the case when $p$ and $p'$ have different homogeneity, (33) follows directly from (35) by partial integration.

The polynomials $p$, $p$ and $p$ have a "group-theoretical" meaning. In fact they are (generalized) Clebsch-Gordan coefficients of our representation. To understand this, first note that Fourier expansion in our three cases means expansion in eigenfunctions of certain one-parameter subgroups of $G$, which are given by affine automorphisms. For the unit disc we have the rotations, that is the elliptic subgroup of $G$, for the half-plane and the strip the translations which form the parabolic and hyperbolic subgroup respectively. (The hyperbolic subgroup can also be represented as dilations of the half-plane; one then has the Fourier transform on $(\mathbb{R}, \cdot)$, that is the Mellin transform.)

Let us consider the case $n = 2$. We know two orthogonal bases of $\mathcal{H}^\nu_1 \otimes \mathcal{H}^\nu_2$, namely $(z_1^j 1 z_2)_{j=0}^\infty$, that is the tensor products of eigenfunctions of the elliptic subgroup, and $(F^k(z_1 - z_2))_{k,j=0}^\infty$. The change between these is given by
\[ F^k(z_1 - z_2)^l = \sum_{i+j=k+l} \frac{(\nu_1)(\nu_2)}{i!j!} \langle z_1^l, F^k(z_1 - z_2)^l \rangle_{z_1} z_2^j \]
\[ = k! \sum_{i+j=k+l} \frac{(\nu_1)(\nu_2)}{i!j!} H(z_1^l, z_2^l) z_1^i z_2^j, \]

where \( H \) is the Hankel form of order \( l \) given by \( q \) and \( b = w^k \).

Comparing with (32) we find that
\[ F^k(z_1 - z_2)^l = k! \sum_{i+j=k+l} \frac{(\nu_1)(\nu_2)}{i!j!} (\mathcal{H}q)(i,j) z_1^i z_2^j, \]
so the polynomial \( p = \mathcal{H}q \) gives the matrix for a change between our two bases. Similarly the polynomials \( Tq \) and \( T\mathcal{H}q \) appear in the integral kernel for the (continuous) expansion of \( F^k(z_1 - z_2)^l \) in tensor products of eigenfunctions of the parabolic and hyperbolic subgroups respectively. This means that, when \( n = 2 \), our three classes of polynomials agree after normalization with the Clebsch-Gordan coefficients, with respect to the three subgroups, of our representation. These can (when the \( \nu_i \) are integers) be found in [31], where it is shown that they are given by Hahn polynomials, Jacobi polynomials and “Hahn polynomials of imaginary argument” respectively. So, in particular, the polynomials of [19] must agree with those.

In the case \( n = 2 \), two highest weight polynomials are orthogonal precisely if they have different degree of homogeneity, so there is essentially one system of orthogonal polynomials in each of the three cases. In the case \( n \geq 3 \) we may get different systems starting with different bases in the space of highest weight polynomials. In Section 6 we will consider the non-orthogonal basis

\[ q_s(z) = (z_1 - z_n)^{s_1} \cdots (z_{n-1} - z_n)^{s_{n-1}}, \quad s = (s_1, \ldots, s_{n-1}). \]

In that case the polynomials \( Tq_s, \mathcal{H}q_s \) and \( T\mathcal{H}q_s \) can be expressed in terms of a single (generalized) hypergeometric function. It turns out that for \( n = 3 \) the polynomials \( Tq_s \) where introduced by Appell in [1], see also the book [2]. So we call the polynomials that appear generalized Appell polynomials. In Section 7 we will consider the case when one starts with an orthogonal basis of the space of highest weight polynomials, so that application of \( T, \mathcal{H} \) and \( T\mathcal{H} \) gives complete systems of orthogonal polynomials. Expressions for these in terms of hypergeometric functions are more complicated.


In this section we will study \( Tq_s, \mathcal{H}q_s \) and \( T\mathcal{H}q_s \) for \( q_s \) given by (36), where \( s \) is a multi-index of length \( s \). Note that since \( T, \mathcal{H} \) and \( T\mathcal{H} \) commute with permu-
tions of the variables, our results extend to the bases \( \Pi_{j=1}^{n}(z_j - z_i)^{\eta_j} \) (\( 1 \leq i \leq n - 1 \)). Let us start with the case of the half-plane. The polynomials \( p_k = Tq_k \) can then be expressed in terms of the Lauricella function \( F^2_{(n-1)} \), for which we recall the definition

\[
F^2_{(n-1)} \left( \frac{a}{c_1}, \ldots, \frac{b_n}{c_n} \right) = \sum_{k_1, \ldots, k_n = 0}^{\infty} \frac{(a)_k (b_1)_{k_1} \cdots (b_n)_{k_n}}{k_1! \cdots k_n!} \frac{x_1^{k_1} \cdots x_n^{k_n}}{k_1! \cdots k_n!},
\]

where \( |k| = k_1 + \cdots + k_n \) (cf. [29] or [31]). Indeed, from the expansion

\[
q_s(z) = \sum_{k_1, \ldots, k_n = 0}^{\infty} \frac{(-s_1)_{k_1} \cdots (-s_{n-1})_{k_{n-1}} (-1)^s z_1^{k_1} \cdots z_n^{k_n}}{k_1! \cdots k_{n-1}!} x_s^{k_n}.
\]

we obtain, writing \((\nu_n)_s = -1)^k (\nu_n)_s/(1 - \nu_n - s)_k\), that

\[
p_s(\xi) = \sum_{k_1, \ldots, k_{n-1} = 0}^{\infty} \frac{(-s_1)_{k_1} \cdots (-s_{n-1})_{k_{n-1}} (-1)^s \xi_1^{k_1} \cdots \xi_{n-1}^{k_{n-1}}}{k_1! \cdots k_{n-1}!(\nu_1)_{k_1} \cdots (\nu_{n-1})_{k_{n-1}} (\nu_n)_s} x_s^{k_{n-1}} - \epsilon = \sum_{k_1, \ldots, k_{n-1} = 0}^{\infty} \frac{(-s_1)_{k_1} \cdots (-s_{n-1})_{k_{n-1}} (-1)^s \xi_1^{k_1} \cdots \xi_{n-1}^{k_{n-1}}}{k_1! \cdots k_{n-1}!(\nu_1)_{k_1} \cdots (\nu_{n-1})_{k_{n-1}} (\nu_n)_s} x_s^{k_{n-1}}.
\]

If we fix \( C \) and assume that \( \xi_1 + \cdots + \xi_n = C \), we may eliminate \( \xi_n \) and get orthogonal polynomials in \( n - 1 \) variables. Without loss of generality we take \( C = 1 \). The polynomials

\[
\tilde{p}_s(\xi_1, \ldots, \xi_{n-1}) = p_s(\xi_1, \ldots, \xi_{n-1}, 1 - \xi_1 - \cdots - \xi_{n-1})
\]

are then, for different values of \(|s| = s\), orthogonal on

\[
\xi_1 + \cdots + \xi_{n-1} \leq 1, \quad \xi_1, \ldots, \xi_{n-1} > 0
\]

with respect to the weight

\[
\xi_1^{s_1-1} \cdots \xi_{n-1}^{s_{n-1}-1} (1 - \xi_1 - \cdots - \xi_{n-1})^{s_n-1}.
\]

One easily obtains a Rodrigues formula for these polynomials:

\[
\tilde{p}_s(\xi_1, \ldots, \xi_n - 1) = \frac{(-1)^s \xi_1^{s_1-1} \cdots \xi_{n-1}^{s_{n-1}-1} (1 - \xi_1 - \cdots - \xi_{n-1})^{s_n-1}}{(\nu_1)_{s_1} \cdots (\nu_{n-1})_{s_{n-1}} (\nu_n)_s} \frac{\partial^s}{\partial \xi_1^{s_1} \cdots \partial \xi_{n-1}^{s_{n-1}}} (\xi_1^{s_1} \cdots \xi_{n-1}^{s_{n-1}} (1 - \xi_1 - \cdots - \xi_{n-1})^{s_n} + 1).
\]
For $n = 3$ they are as remarked above studied in [2]. In the notation of that book we have in this case

$$
\tilde{p}_{s_1, s_2}(\xi_1, \xi_2) = \frac{(-1)^s}{(\nu_3)_s} F_{s_1, s_2}(\nu_1 + \nu_2 + \nu_3 - 1, \nu_1, \nu_2, \xi_1, \xi_2).
$$

For $n = 2$ we recognize the Jacobi polynomials

$$
\tilde{p}_s(\xi) = \frac{(-1)^s}{(\nu_2)_s} F_s(\nu_1 + \nu_2 - 1, \nu_1, \xi) = \frac{(-1)^s}{(\nu_1)_s(\nu_2)_s} F_s(\nu_1 - 1, \nu_2 - 1)(1 - 2\xi),
$$

in the notation of [2] and of most modern authors [17, 31] respectively. When $\nu_1 = \nu_2$ we get Gegenbauer polynomials as in [19].

We now turn to the corresponding polynomials for the disc, that is $p_k = \mathcal{P} q_k$, with $q_k$ as before. For different values of $s = |s|$, these polynomials are orthogonal in the sense of (34). They can be expressed in terms of one of Karlsson’s generalized Kampe de Fériet functions [29], namely

$$
P_{1:2}^{1:1}(a; b_1, c_1; \ldots; b_n, c_n \mid d; e_1; \ldots; e_n) = \sum_{k_1, \ldots, k_n = 0}^{\infty} \frac{(a)_{|k_1|} \cdots (b_n)_{k_n} (c_1)_{k_1} \cdots (c_n)_{k_n}}{k_1! \cdots k_n! (d)_{|k_1|} (e_1)_{k_1} \cdots (e_n)_{k_n}} x_1^{k_1} \cdots x_n^{k_n}
$$

(with $n$ replaced by $n - 1$). In fact, the same calculation as above gives

$$
p_k(m_1, \ldots, m_n)
$$

$$
= \frac{(-m_n)_s}{(\nu_n)_s} \sum_{k_1, \ldots, k_{n-1} = 0}^{\infty} \frac{(-s)_{k_1} \cdots (-s_{n-1})_{k_{n-1}} (-m_1)_{k_1} \cdots (-m_{n-1})_{k_{n-1}} (1 - \nu_n - s)_{|k|}}{k_1! \cdots k_{n-1}! (\nu_1)_{k_1} \cdots (\nu_{n-1})_{k_{n-1}} (1 + m_n - s)_{|k|}}
$$

$$
= \frac{(-m_n)_s}{(\nu_n)_s} P_{1:2}^{1:1}(1 - \nu_n - s; -s_1, -m_1; \ldots; -s_{n-1}, -m_{n-1} \mid 1 + m_n - s; \nu_1; \ldots; \nu_{n-1})
$$

When $n = 2$ we get the function $3F_2$,

$$
p_s(m_1, m_2) = \frac{(-m_2)_s}{(\nu_2)_s} \sum_{k=0}^{\infty} \frac{(-s)_k (-m_1)_k (1 - \nu_2 - s)_k}{k! (\nu_1)_k (1 + m_2 - s)_k}
$$

$$
= \frac{(-m_2)_s}{(\nu_2)_s} 3F_2\left( -s, -m_1, 1 - \nu_2 - s \mid \nu_1, 1 + m_2 - s \right)
$$

Applying the transformation formula

$$
3F_2\left( -s, a, b \mid c, d \right) = \frac{(b)_s (d - a)_s}{(c)_s (d - c)_s} 3F_2\left( -s, c - b, 1 - d - s \mid 1 - b - s, 1 + a - d - s \right)
$$
and the expression (2.7.19) in [17] for the Hahn polynomials
\[ h_n^{(\alpha, \beta)}(x, N) = \frac{(-1)^n}{n!} (N - n)_n (\beta + 1)_n \mathbf{F}_2 \left( -n, \alpha + \beta + n + 1, -x \left| \begin{array}{c} \beta + 1, 1 - N \end{array} \right. \right) \]
we find that
\[ p_s(m_1, m_2) = \binom{-1}{s!} h_s^{(\nu_1, \nu_2 - 1)}(m_2, m_1 + m_2 + 1). \]

Finally, in the case of the strip we have in the same way
\[ p_s(\xi_1, \ldots, \xi_n) = T q_s(\xi_1, \ldots, \xi_n) = \binom{(\frac{1}{2} \nu_n + i \xi_n)}{(\nu_n)_s} \times \mathbf{F}_3 \left( 1 - \nu_n - s : -s, \frac{1}{2} \nu_1 - i \xi_1; \ldots; -s_{n-1}, \frac{1}{2} \nu_{n-1} - i \xi_{n-1} \left| \begin{array}{c} 1, \ldots, 1 \end{array} \right. \right) \]

For \( n = 2 \) this reads
\[ p_s(\xi_1, \xi_2) = \binom{(\frac{1}{2} \nu_2 - i \xi_2)}{(\nu_2)_s} \mathbf{F}_2 \left( -s, \frac{1}{2} \nu_1 - i \xi_1, 1 - \nu_2 - s \left| \begin{array}{c} \nu_1, 1 - \frac{1}{2} \nu_2 - s + i \xi_2 \end{array} \right. \right), \]
which is, in agreement with [31], a Hahn polynomial of imaginary argument

6. Complete orthogonal systems.

If one replaces the \( q_s \) of the previous section by an orthogonal basis of the space of highest weight polynomials, it will give an orthogonal decomposition of the space \( \mathcal{H}_s \) into \( \binom{n+s-2}{n-2} \) parts. Applying the operators \( T, \mathcal{Z} \) and \( T \) to such a basis one obtains three orthogonal systems of polynomials. This can be done in many ways, and there is no “canonical” one. There is however a method that allows us to construct many different bases, and we then have the problem how to change between these. Related questions have received much attention from physicists (cf. [5]), especially for the group \( \text{SO}(3) \) (or its double cover \( \text{SU}(2) \)).

To construct our bases we use a “binary coupling” technique. If \( q_1 \) is a polynomial of highest weight \(-\mu_1 \in \mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_m} \) and \( q_2 \) one of highest weight \(-\mu_2 \in \mathcal{A}^{\nu_{m+1}} \otimes \cdots \otimes \mathcal{A}^{\nu_n} \) (where \( 1 \leq m \leq n - 1 \)), then we define
\[ (q_1, q_2)_s = (\mu_1)_s(\mu_2)_s(\mathcal{K}_{q_1} \otimes \mathcal{K}_{q_2})(z_1 - z_2)^s \]
\[ = \sum_{k=0}^{s} \binom{s}{k} (-1)^{s-k} (\mu_1)_k(\mu_2)_{s-k} F^k q_1 \otimes F^{s-k} q_2. \]
Here \( \mathcal{K}_{q_1} : \mathcal{A}^{\nu_1} \otimes \otimes_{i=1}^{m} \mathcal{A}^{\nu_i} \) and similarly for \( \mathcal{K}_{q_2} \), and the factor \((\mu_1)_s(\mu_2)_s\)
is introduced for convenience. From the properties of $k$ follows that $(q_1, q_2)_s$ is a polynomial of highest weight $- (2s + \mu_1 + \mu_2)$ in $\mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n}$. (This is the well-known Clebsch-Gordan formula.) Equivalently, $(q_1, q_2)_s$ is the unique highest weight polynomial such that

$$I_{(q_1, q_2)}(f_1, \ldots, f_n) = (\mu_1)_s(\mu_2) I_s(I_{q_1}(f_1, \ldots, f_m), I_{q_2}(f_{m+1}, \ldots, f_n)),$$

where $I_s = I_{(z_1, -z_2)}$ is given by (6), with $\nu_i$ replaced by $\mu_i$ ($i = 1, 2$).

An integral formula (with the obvious interpretation in the case when $\mu_1$ or $\mu_2$ is small) follows from (16):

$$\int_{D \times \mathbf{D}} q_1 \left( \frac{z_1}{1 - w_1 z_1}, \ldots, \frac{z_m}{1 - w_1 z_m} \right) q_2 \left( \frac{z_{m+1}}{1 - w_2 z_{m+1}}, \ldots, \frac{z_n}{1 - w_2 z_n} \right)
\times \frac{(\mu_1)_s(\mu_2)_s(w_1 - w_2)^s dm_{\mu_1}(w_1) dm_{\mu_2}(w_2)}{(1 - w_1 z_1)^{\nu_1} \cdots (1 - w_1 z_m)^{\nu_m}(1 - w_2 z_{m+1})^{\nu_{m+1}} \cdots (1 - w_2 z_n)^{\nu_n}}.
$$

Writing, for example,

$$\mathcal{A}^{\nu_1} \otimes \mathcal{A}^{\nu_2} \otimes \mathcal{A}^{\nu_3} = (\mathcal{A}^{\nu_1} \otimes \mathcal{A}^{\nu_2}) \otimes \mathcal{A}^{\nu_3} = \bigoplus_{s,t=0}^{\infty} \mathcal{A}^{\nu_1 + \nu_2 + 2s} \otimes \mathcal{A}^{\nu_3},$$

we see that the polynomials $((1, 1)_{s})_t$ for $s, t = 0, 1, 2, \ldots$, where $1_{\nu_i} = 1 \in \mathcal{A}^{\nu_i}$, form an orthogonal basis of the space of highest weight polynomials, and thus

$$(F^k((1, 1)_{s})_t)_{s,t=0}^{\infty}$$

an orthogonal basis of $\mathcal{A}^{\nu_1} \otimes \mathcal{A}^{\nu_2} \otimes \mathcal{A}^{\nu_3}$. To describe the bases constructible in this way, it will be convenient to use labeled binary trees (as is done in similar contexts e.g. in [5,17,31]). Instead of giving formal definitions, we will explain the concepts needed by means of examples.
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Figure 1a pictures an unlabeled binary tree with three terminal points A, B and C and two bifurcation points D and E. A tree with \(n\) terminal points has \(n-1\) bifurcation points. In a labeled binary tree a natural number is attached to each bifurcation point. To each labeled tree we associate a highest weight polynomial. Trees 1b and 1c then correspond to
\[
1^1; 1^2; 1^3; 1^4 \quad \text{and} \quad 1^1; 1^2; 1^3; 1^4
\]
respectively, where \(s\) and \(t\) are natural numbers. Each unlabeled tree with \(n\) terminal points gives the orthogonal basis of the highest weight polynomials in \(\mathcal{H}^{\alpha_1} \otimes \cdots \otimes \mathcal{H}^{\alpha_n}\) (or of the space itself, by applying \(F^k\)) corresponding to all possible labellings of the tree, so for example trees 2a and 2b give the bases
\[
F^k((1_{v_1}, 1_{v_2}), (1_{v_3}, 1_{v_4}))_a \quad \text{and} \quad F^k((1_{v_1}, 1_{v_2}), (1_{v_3}, 1_{v_4}))_t \quad (k, s, t, u = 0, 1, \ldots)
\]
of \(\bigotimes_{i=1}^4 \mathcal{H}^{\alpha_i}\) respectively. One can construct other bases by permuting the variables. For example we can first form the polynomial \(((1_{v_1}, 1_{v_2}), 1_{v_3})\) in \(\mathcal{H}^{\alpha_1} \otimes \mathcal{H}^{\alpha_3} \otimes \mathcal{H}^{\alpha_2}\) and then permute the last two variables to get back to \(\mathcal{H}^{\alpha_1} \otimes \mathcal{H}^{\alpha_3} \otimes \mathcal{H}^{\alpha_2}\). Our results below extend immediately to such polynomials, though for simplicity we state them only for the case when the spaces \(\mathcal{H}^{\alpha_i}\) are taken in order.

It is easy to compute the norm of one of these polynomials, so that we can normalize our bases. From (39) and (11) follows that
\[
\| (q_1, q_2) \|^2 = (\mu_1)^2 (\mu_2)^2 \| q_1 \|^2 \| q_2 \|^2 \| (z_1 - z_2)^t \|^2 \bigg|_{\alpha_1 \otimes \alpha_2} \\
= (\mu_1)^2 (\mu_2)^2 \| q_1 \|^2 \| q_2 \|^2 \sum_{k=0}^s \binom{s}{k} \frac{k!(s-k)!}{(\mu_1)^k(\mu_2)^{s-k}}.
\]
The sum can be computed using the Chu-Vandermonde formula (see below), which gives
\[
\| (q_1, q_2) \|^2 = s! (\mu_1)^s (\mu_2)^s (\mu_1 + \mu_2 + s - 1)_s \| q_1 \|^2 \| q_2 \|^2.
\]
If \( q \) is given by a tree, one thus obtains a product formula for \( \| q \| \), with one factor for each bifurcation point.

We will now consider the problem of giving explicit expressions for our polynomials as functions of \( z_i - z_j \). There are of course infinitely many ways of doing this, but we have found one particularly symmetric and transparent expression, which is given as Theorem 7.2 below. Let us begin with a special case in the form of a lemma.

**Lemma 7.1.** The polynomial \( q = (q_1, q_2)_{s'} \), where \( q_1 = 1 \in \mathcal{A}_{\nu_1} \otimes \cdots \otimes \mathcal{A}_{\nu_m} \), 
\( q_2 = 1 \in \mathcal{A}_{\nu_{m+1}} \otimes \cdots \otimes \mathcal{A}_{\nu_n} \) \((1 \leq m \leq n - 1)\) can be expressed as

\[
q(z) = \sum_{k_{ij}} s^!(\nu_1)_{k_1} \cdots (\nu_n)_{k_n} \prod_{1 \leq i, j \leq m+1, i \leq j \leq n} \frac{(z_i - z_j)^{k_{ij}}}{k_{ij}!},
\]

where the sum is over all natural numbers \( k_{ij} \) with \( 1 \leq i \leq m, m + 1 \leq j \leq n \) such that \( \sum_{i=1}^{m} \sum_{j=m+1}^{n} k_{ij} = s \), and where

\[
k_{ij} = \begin{cases} 
\sum_{j=m+1}^{n} k_{ij} & 1 \leq i \leq m, \\
\sum_{j=m+1}^{n} k_{ji} & m + 1 \leq i \leq n.
\end{cases}
\]

**Proof.** By (41) we have

\[
q(z) = \int_{D^{m}} \frac{(\mu_1)_s(\mu_2)_s(w_1 - w_2)^s dm_{\mu_1}(w_1) dm_{\mu_2}(w_2)}{(1 - \bar{w}_1 z_1)^{\nu_1} \cdots (1 - \bar{w}_m z_m)^{\nu_m} (1 - \bar{w}_{m+1} z_{m+1})^{\nu_{m+1}} \cdots (1 - \bar{w}_n z_n)^{\nu_n}},
\]

where \( \mu_1 = \nu_1 + \cdots + \nu_m \), \( \mu_2 = \nu_{m+1} + \cdots + \nu_n \). Using the expansion \((1 - z)^{-d} = \sum_{k=0}^{\infty} (a)_k z^k / k!\) in the denominator we get the expression

\[
q(z) = \sum_{p_1 + \cdots + p_n = s} \frac{s! (\mu_1)_s (\mu_2)_s (\nu_1)_p_1 \cdots (\nu_n)_p_n (-1)^{p_{m+1} + \cdots + p_n}}{p_1! \cdots p_n! (\mu_1)_{p_1 + \cdots + p_n} (\mu_2)_{p_{m+1} + \cdots + p_n}} z_1^{p_1} \cdots z_n^{p_n}.
\]

The lemma follows from this by applying the binomial theorem to each of the factors \( (z_i - z_j)^{k_{ij}} \) in (43).

For the sake of clarity, let us illustrate this by considering the case \( m = 2, n = 4\). We then write (43) as
MULTILINEAR HANKEL FORMS OF HIGHER ORDER...

\[ \sum_{k_{13}+k_{23}+k_{14}+k_{24}=s} \frac{s!}{k_{13}! \; k_{23}! \; k_{14}! \; k_{24}!} (\nu_1)_{k_{13}+k_{14}} (\nu_2)_{k_{23}+k_{24}} (\nu_3)_{k_{13}+k_{23}} (\nu_4)_{k_{14}+k_{24}} \]

\times (z_1 - z_3)^{k_{13}} (z_1 - z_4)^{k_{14}} (z_2 - z_3)^{k_{23}} (z_2 - z_4)^{k_{24}}

= \sum_{p_{13}+p_{23}+p_{14}+p_{24}} \frac{s! (\nu_1)_{p_{13}+p_{14}+p_{23}+p_{24}} (\nu_2)_{p_{13}+p_{14}+p_{23}+p_{24}} (\nu_3)_{p_{13}+p_{14}+p_{23}+p_{24}} (\nu_4)_{p_{13}+p_{14}+p_{23}+p_{24}}}{p_{13}! \; p_{23}! \; p_{14}! \; p_{24}!} \times (-z_3)^{p_{13}+p_{23}+p_{24}} (-z_4)^{p_{13}+p_{23}+p_{24}}

= \sum_{p_{1}+p_{2}+p_{3}+p_{4}=s} \frac{s! (\nu_1)_{p_{1}+p_{2}} (\nu_2)_{p_{3}+p_{4}} (\nu_3)_{p_{1}+p_{2}} (\nu_4)_{p_{3}+p_{4}} (-1)^{p_{1}+p_{4}+p_{1}+p_{4}}}{p_{1}! \; p_{2}! \; p_{3}! \; p_{4}!} \sum_{p_{31}+p_{32}+p_{33}+p_{34}=p_{1}} \frac{(\nu_3 + p_3)_{p_{31}+p_{32}} (\nu_4 + p_4)_{p_{33}+p_{34}}}{p_{31}! \; p_{32}! \; p_{33}! \; p_{34}!} \frac{(\nu_4 + p_4)_{p_{31}+p_{32}} (\nu_2 + p_2)_{p_{33}+p_{34}}}{p_{31}! \; p_{32}! \; p_{33}! \; p_{34}!} \frac{(\nu_1 + p_1)_{p_{31}+p_{32}} (\nu_2 + p_2)_{p_{33}+p_{34}}}{p_{31}! \; p_{32}! \; p_{33}! \; p_{34}!} \frac{(\nu_1 + p_1)_{p_{31}+p_{32}} (\nu_3 + p_3)_{p_{33}+p_{34}}}{p_{31}! \; p_{32}! \; p_{33}! \; p_{34}!}.

The equality then follows if we can prove that

\[ \sum_{p_{13}+p_{23}+p_{14}+p_{24}} \frac{(\gamma_1)_{p_{13}+p_{23}} (\gamma_2)_{p_{14}+p_{24}}}{p_{13}! \; p_{23}! \; p_{14}! \; p_{24}!} = \frac{(\gamma_1 + \gamma_2)_{p_{1}+p_{2}}}{p_{1}! \; p_{2}!}. \]

For general \( m \) and \( k = n - m \) one similarly arrives at (changing \( p_{i,m+j} \) to \( q_{ij} \))

\[ \sum_{q_{11}+\cdots+q_{mk}=s} \frac{(\gamma_1)_{q_{11}+\cdots+q_{mk}} \cdots (\gamma_k)_{q_{1k}+\cdots+q_{mk}}}{q_{11}! \cdots q_{mk}!} = \frac{(\gamma_1 + \cdots + \gamma_k)_{p_{1}+\cdots+p_{m}}}{p_{1}! \cdots p_{m}!}. \]

(For \( m = 1, k = 2 \) this is the Chu-Vandermonde formula.) To prove it in general, expand both sides of

\[ (1 - x_1 - \cdots - x_m)^{-(\gamma_1 + \cdots + \gamma_k)} = (1 - x_1 - \cdots - x_m)^{-\gamma_1} \cdots (1 - x_1 - \cdots - x_m)^{-\gamma_k} \]

and identify the coefficient of \( x_1^{p_1} \cdots x_m^{p_m} \).

To formulate our theorem, we need the concept of the bifurcation point where two terminal points of a binary tree meet. As before, we only indicate what we mean by an example: \( \mathbf{A} \) and \( \mathbf{C} \) in Figure 1a meet at \( \mathbf{E} \).

**Theorem 7.2.** Let \( q \) be a highest weight polynomial in \( \mathcal{E}^{p_1} \otimes \cdots \otimes \mathcal{E}^{p_n} \) given by a binary tree with bifurcation points labeled \( s_1, \ldots, s_{n-1} \), and with the terminal points numbered from left to right by \( 1, \ldots, n \). Then
\[ q(z) = \sum_{k_{ij}} s_1! \cdots s_{n-1}! (\nu_1)_{k_1} \cdots (\nu_n)_{k_n} \prod_{1 \leq i < j \leq n} (z_i - z_j)^{k_{ij}} k_{ij}!, \]

where the sum is over all natural numbers \( k_{ij} \) with \( 1 \leq i < j \leq n \) such that, for each bifurcation point \( N \), the sum of all \( k_{ij} \) such that \( i \) and \( j \) meet at \( N \) equals the label of \( N \), and where \( k_i = \sum_{1 \leq j < i} k_{ji} + \sum_{i < j \leq n} k_{ij} \) (\( 1 \leq i \leq n \)).

As an example, the polynomial \( q = ((1_{v_1}, 1_{v_2}), (1_{v_3}, 1_{v_4}), u) \) can be written as

\[ q(z) = (z_1 - z_2)^{(z_3 - z_4)} \sum_{k_{13}+k_{14}+k_{23}+k_{24}} \frac{u!}{k_{13}! k_{14}! k_{23}! k_{24}!} (\nu_1)^{i+k_{13}+k_{14}} (\nu_2)^{s+k_{23}+k_{24}} \]

\[ \times (\nu_3)^{t+k_{13}+k_{23}} (\nu_4)^{t+k_{14}+k_{24}} (z_1 - z_3)^{k_{13}} (z_2 - z_3)^{k_{14}} (z_2 - z_4)^{k_{23}} (z_2 - z_4)^{k_{24}}. \]

We now prove the theorem.

**Proof.** We will use induction on the tree. Suppose that \( q = (q_1, q_2) \), is given by the tree in Figure 3, and that the theorem is true for the polynomials \( q_1 \) and \( q_2 \) given by the trees \( T_1 \) (labelled by \( t_1, \ldots, t_{m-1} \)) and \( T_2 \) (labelled by \( u_1, \ldots, u_{n-m-1} \)) respectively. We then have

\[ q_1(z) = \sum_{k_{ij} \in A} t_1! \cdots t_{m-1}! (\nu_1)_{k'_1} \cdots (\nu_m)_{k'_m} \prod_{1 \leq i < j \leq m} (z_i - z_j)^{k_{ij}} k_{ij}!, \]

\[ q_2(z) = \sum_{k_{ij} \in B} u_1! \cdots u_{n-m-1}! (\nu_{m+1})_{k'_{m+1}} \cdots (\nu_n)_{k'_{n}} \prod_{m+1 \leq i < j \leq n} (z_i - z_j)^{k_{ij}} k_{ij}!, \]

where
MULTILINEAR HANKEL FORMS OF HIGHER ORDER...

\[ k'_i = \begin{cases} 
\sum_{1 \leq j < i} k_{ji} + \sum_{i < j \leq m} k_{ij} & 1 \leq i \leq m, \\
\sum_{m+1 \leq j < i} k_{ji} + \sum_{i < j \leq n} k_{ij} & m + 1 \leq i \leq n
\end{cases} \]

and the sets \( A \) and \( B \) are determined by \( T_1 \) and \( T_2 \) according to the theorem. By (41),

\[
q(z) = \sum_{k_q \in A \cup B} t_1! \cdots t_{m-1}! u_1! \cdots u_{n-m-1}!(\nu_1)_{k'_1} \cdots (\nu_n)_{k'_n} \prod_{1 \leq i \leq m, 1 \leq j \leq n} \frac{(z_i - z_j)^{k_{ij}}}{k_{ij}!} \\
\times \int_{D^2} \frac{(\mu_1)_s(\mu_2)_t(w_1 - w_2)^{\nu_1} \cdots (w_1 - w_2)^{\nu_{m-1}}(1 - w_1 z_1)^{\nu_m + k'_m} \cdots (1 - w_2 z_n)^{\nu_k + k'_k}}{(1 - w_1 z_1)^{\mu_1} \cdots (1 - w_2 z_n)^{\mu_n + k'_n}},
\]

where \( \mu_1 = \sum_{i=1}^m \nu_i + 2 \sum_{i=1}^{m-1} t_i = \sum_{i=1}^m \nu_i + \sum_{i=1}^m k'_i \) and analogously for \( \mu_2 \).

By (41) again and Lemma 7.1, the integral is given by

\[
\sum_{s=1}^{m-1} \sum_{k_{m+1}}^{m-1} \sum_{k_{m+n}}^{m-1} \frac{s! t_1! \cdots u_{n-m-1}!(\nu_1)_{k'_1} \cdots (\nu_n)_{k'_n} \prod_{1 \leq i \leq m, 1 \leq j \leq n} (z_i - z_j)^{k_{ij}}}{k_{ij}!},
\]

where

\[
k''_{ij} = \begin{cases} 
\sum_{j=m+1}^n k_{ij} & 1 \leq i \leq m, \\
\sum_{j=1}^m k_{ji} & m + 1 \leq i \leq n.
\end{cases}
\]

Writing \( (\nu_i)_{k'_i}(\nu_i + k''_{i})_{k''_n} = (\nu_i)_{k''} \), one arrives at

\[
q(z) = \sum_{k_q \in A \cup B} \sum_{s=1}^{m-1} \sum_{k_{m+1}}^{m-1} \sum_{k_{m+n}}^{m-1} s! t_1! \cdots u_{n-m-1}!(\nu_1)_{k'_1} \cdots (\nu_n)_{k'_n} \prod_{1 \leq i \leq m, 1 \leq j \leq n} \frac{(z_i - z_j)^{k_{ij}}}{k_{ij}!},
\]

where \( k_i = k''_i + k''_n \) is now as in the formulation of the theorem. Checking how \( A \) and \( B \) are defined one sees that this completes the proof.

We will now study the polynomials \( Tq, \mathcal{A}q \) and \( Tq \) where \( q \) is given by a tree as above. We then first check that if \( q \) is a homogeneous polynomial of degree \( \sigma \) in \( \mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n} \), then

\[
TF^k q(\xi) = (\xi_1 + \cdots + \xi_n)^k Tq(\xi),
\]

\[
\mathcal{A}F^k q(j) = (-1)^k (\sigma - j_1 - \cdots - j_n) \mathcal{A}q(j),
\]

\[
TF^k q(\xi) = (-1)^k (\xi_1 + \cdots + \xi_n) + \sigma - i(\xi_1 + \cdots + \xi_n)) \mathcal{A}q(\xi).
\]

Also \( T(p \otimes q) = Tp \otimes Tq \), and similarly for \( \mathcal{A} \) and \( T \). If \( q_1 \) is a highest weight polynomial of degree \( \sigma_1 \) in \( \mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_m} \) and \( q_2 \) one of degree \( \sigma_2 \) in \( \mathcal{A}^{\nu_{m+1}} \otimes \cdots \otimes \mathcal{A}^{\nu_n} \), it then follows from (40) that
\[ T(q_1, q_2) = \sum_{k=0}^{s} \binom{s}{k} \frac{(-1)^{s-k}(\mu_1)_k(\mu_2)_{s-k}}{(\mu_1)_k(\mu_2)_{s-k}} (\xi_1 + \cdots + \xi_m)^k (\xi_{m+1} + \cdots + \xi_n)^{s-k} Tq_1 \otimes Tq_2, \]

where \( \mu_1 = \nu_1 + \cdots + \nu_m + 2\sigma_1 \) and \( \mu_2 = \nu_{m+1} + \cdots + \nu_n + 2\sigma_2 \). When \( q \) is a highest weight polynomial given by a tree, this gives a product formula for \( Tq \) with one factor for each bifurcation point, each being of the form (with different \( \mu_1, \mu_2, s, m \) and \( n \))

\[ \sum_{k=0}^{s} \binom{s}{k} \frac{(-1)^{s-k}(\mu_1)_k(\mu_2)_{s-k}}{(\mu_1)_k(\mu_2)_{s-k}} (\xi_1 + \cdots + \xi_m)^k (\xi_m + 1 + \cdots + \xi_n)^{s-k} = s!(-\xi_1 - \cdots - \xi_n)^s P_{s+1-\mu_1-\mu_2-1} \left( 1 - 2\frac{\xi_1 + \cdots + \xi_m}{\xi_1 + \cdots + \xi_n} \right), \]

where \( P \) is a Jacobi polynomial. For the operator \( \mathcal{F} \) we have

\[ \mathcal{F}(q_1, q_2) = \sum_{k=0}^{s} \binom{s}{k} \frac{(-1)^{s-k}(\mu_1)_k(\mu_2)_{s-k}}{(\mu_1)_k(\mu_2)_{s-k}} (\xi_1 + \cdots + \xi_m)^k (\xi_m + 1 + \cdots + \xi_n)^{s-k} \mathcal{F}q_1(q') \mathcal{F}q_2(q''), \]

where \( j = (j_1, \ldots, j_m) \), \( j' = (j_1, \ldots, j_m) \) and \( j'' = (j_{m+1}, \ldots, j_n) \), which gives a product formula for \( \mathcal{F}q \), each factor being of the form

\[ \sum_{k=0}^{s} \binom{s}{k} \frac{(-1)^{s-k}(\mu_1)_k(\mu_2)_{s-k}}{(\mu_1)_k(\mu_2)_{s-k}} (\sigma_1 - |j'|)_k (\sigma_2 - |j''|)_{s-k} = (-1)^s (\mu_2)_s (\sigma_1 + \sigma_2 - |j|)_s \mathcal{F} \left( \begin{array}{c} -s, \mu_1 + \mu_2 + s - 1, \sigma_2 - |j''| \\ \mu_2, \sigma_1 + \sigma_2 - |j| \end{array} \right), \]

where the latter two expressions are immediately verified by comparison with the identities leading to (38). Similarly there is a product formula for \( Tq \), each factor being a Hahn polynomial of imaginary argument.

We will not write down these product formulas explicitly. Let us note, however, that we have found some special cases in the literature. In the case \( n = 3 \) (when there is essentially only one tree), the polynomials \( Tq \) were introduced by Proriol in [25]. These have been applied to genetics and atomic physics, see the survey [16] for references. For general \( n \) and for the special type of tree exemplified by Figures 1b and 2b, the polynomials \( \mathcal{F}q \) are studied by Karlin and McGregor in [13], again in the context of genetics.

The product formula for \( \mathcal{F}q \) is of particular interest because we can use it to expand \( q \) in monomials and the polynomials \( Tq, \mathcal{F}q \) and \( Tq \) in the gen-
eralized Appell polynomials of the previous section. Indeed, if \( s \) and \( t \) are two multi-indices of the same length, the definition of \( \mathcal{I} \) gives

\[
\mathcal{I} z^s(t) = \begin{cases} 
0 & s \neq t, \\
\frac{s_1! \cdots s_n!}{(\nu_1 s_1) \cdots (\nu_n s_n)} & s = t.
\end{cases}
\]

It follows that for any homogeneous polynomial \( q \) of degree \( s \),

\[
q(z) = \sum_{s_1 + \cdots + s_n = s} \frac{(\nu_1 s_1) \cdots (\nu_n s_n)}{s_1! \cdots s_n!} \mathcal{I} q(s_1, \ldots, s_n) z_1^{s_1} \cdots z_n^{s_n}.
\]

Using (9) we find

\[
q(z) = \sum_{s_1 + \cdots + s_{n-1} = s} \frac{(\nu_1 s_1) \cdots (\nu_{n-1} s_{n-1})}{s_1! \cdots s_{n-1}!} \mathcal{I} q(s_1, \ldots, s_{n-1}, 0) (z_1 - z_n)^{s_1} \cdots (z_{n-1} - z_n)^{s_{n-1}}
\]

and analogous expansions in \( \prod_{j \neq i} (z_j - z_i)^{s_i} \) \((i = 1, \ldots, n - 1)\). The results of the previous section then gives \( n \) expressions for each of \( T q, \mathcal{I} q \) and \( T q \). Consequently each tree gives us a set of expansion formulas for orthogonal polynomials. As an example, let us write down some of these relations for \( q = ((1, \nu_1, 1, \nu_2), 1, \nu_3) \). The product formula for \( \mathcal{I} q \) is then, by (45),

\[
\mathcal{I} q(j_1, j_2, j_3) = (-1)^{j + t}(\nu_2)\nu_3(j_1 - j_2)(s - j_1 - j_2 - j_3)
\times 3F_2\left(-s, \nu_1 + \nu_2 - s - 1, -j_2 \nu_2, -j_1 - j_2 \nu_3, -s - j_1 - j_2 - j_3 \right)\]

We now plug this into (46), replacing \( s_i \) by \( j_i \). Then \( j_1 + j_2 + j_3 = s + t \), so we can write

\[
(s - j_1 - j_2 - j_3)_t = (-1)^t t!
\]

\[
(j_1 - j_2)_s = \frac{(-1)^{s+j}(j_1 + j_2)!(t)_j}{t!}
\]

and (with \( \gamma = \nu_1 + \nu_2 + 2s + t - 1 \))

\[
3F_2\left(-t, \nu_3 + \gamma, -j_3 \nu_3, -s - j_1 - j_2 - j_3 \right) = 2F_1\left(\nu_3 + \gamma, -j_3 \nu_3 \right) = \frac{(-\gamma)_{j_3}}{(\nu_3)_{j_3}}
\]

another instance of the Chu-Vandermonde formula. This gives
(47) \[ q(z) = (\nu_2)_s(\nu_3)_t \sum_{j_1+j_2+t} \frac{(j_1+j_2)!}{j_1!j_2!j_3!} \times (\nu_1)_{j_1}(\nu_2)_{j_2}(-t)_{j_3}(1-2s-t-\nu_1-\nu_2)_{j_3} \times (-1)^{j_3} \, _3F_2 \left( \begin{array}{c} -s, \nu_1 + \nu_2 + s - 1, -j_2 \\ \nu_2, -j_1 - j_2 \end{array} \right) \left| \frac{1}{z_1^s z_2^t z_3} \right) \]

\[ = (\nu_2)_s(\nu_3)_t \sum_{j_1+j_2+t} \frac{(s+t)!}{j_1!j_2!} (\nu_1)_{j_1}(\nu_2)_{j_2} \times _3F_2 \left( \begin{array}{c} -s, \nu_1 + \nu_2 + s - 1, -j_2 \\ \nu_2, -s - t \end{array} \right) \left| \frac{1}{z_1^s z_2^t z_3} \right) \]

\[ = (\nu_2)_s(\nu_3)_t \sum_{j_1+j_2+t} \frac{(\nu_1)_{j_1}(-t)_{j_2}}{j_3!} \times (1-2s-t-\nu_1-\nu_2)_{j_3}(-1)^{j_3}(z_1-z_2)^{(h)}(z_3-z_2)^{(h)} \]

and one expansion in \((z_2-z_1)^{(h)}(z_3-z_1)^{(h)}\). (In this case these expansions are also easily obtained from Theorem 7.2. This seems not to be so for polynomials given by more complicated trees.) Proriol's polynomial \(p(\xi_1, \xi_2) = (Tq)(\xi_1, \xi_2, 1-\xi_1-\xi_2)\) can then be written, in terms of Jacobi polynomials \(P\) and Appell's polynomials \(\mathcal{F}\), as

\[ p(\xi_1, \xi_2) = (-1)^{(s+t)!} s! t!(\xi_1 + \xi_2)^{(s)} \, _3P_{s}^{(\nu_1-1, \nu_2-1)} \left( 1-2\frac{\xi_1}{\xi_1 + \xi_2} \right) \times \frac{P_{t}^{(\nu_1+\nu_2+2s-1, \nu_3-1)}(1-2(\xi_1 + \xi_2))}{(\nu_3)_{s+t}} \times \frac{(\nu_3)_{s+t}}{(\nu_3)_{s+t}} \mathcal{F}_{j_1,j_2}(\nu_1 + \nu_2 + \nu_3 - 1, \nu_1, \nu_2, \xi_1, \xi_2) = \]

\[ (\nu_2)_s(\nu_3)_t \sum_{j_1+j_2+t} \frac{(\nu_1)_{j_1}(-t)_{j_2}(1-2s-t-\nu_1-\nu_2)_{j_3}(-1)^{j_3}}{j_3!} \times \frac{(-1)^{(s+t)!}}{(\nu_2)_{s+t}} \mathcal{F}_{j_1,j_2}(\nu_1 + \nu_2 + \nu_3 - 1, \nu_1, \nu_3, \xi_1, 1-\xi_1-\xi_2). \]
The first of these expressions follows from (44), the other from (37) and (47). Applying T and T leads to other identities involving orthogonal polynomials.

The matrix elements for a change between two of our bases (or rather the corresponding normalized bases) are the transformation coefficients, or Wigner symbols, of our representation. We conclude this section with a remark on the simplest non-trivial case, namely the Racah coefficients (or Wigner 6-j-symbols) corresponding to the bases (42). As far as we know, these are the only ones that can be expressed in terms of a single hypergeometric function, namely 4F3 (1) [31]. Our previous findings can be used to obtain a relatively simple deduction of this expression. This is based on the observation that the basis vectors can be expressed using Gauss’ hypergeometric function 2F1. In fact, either from the last expression in (47) or from Theorem 7.2, we find, after some manipulations,

\[
((\nu_1, 1, \nu_2)_s, 1, \nu_3)_r(z_1, z_2, z_3) \\
= (\nu_1 + 1, \nu_2 + 1, \nu_3)_s(z_1 - z_2)^{s+t} 2F1 \left( \begin{array}{c} -t, 1 - 2s - t - \nu_1 - \nu_2 \\ 1 - \nu_1 - s - t \end{array} \middle| \frac{z_3 - z_2}{z_1 - z_2} \right),
\]

\[
(1, \nu_1, 1, \nu_2, \nu_3)_s(z_1, z_2, z_3) \\
= (\nu_2 + \nu_3 + 2u)_s(z_1 - z_2)^{u} 2F1 \left( \begin{array}{c} -v, \nu_3 + u \\ \nu_2 + \nu_3 + 2u \end{array} \middle| \frac{z_3 - z_2}{z_1 - z_2} \right).
\]

If we now apply Chaundy’s formula [6] (which is easily proved by elementary means):

\[
2F1 \left( \begin{array}{c} A, B \\ C \end{array} \middle| \right) x \\
= \sum_{u=-\infty}^{\infty} \frac{(a)_u (b)_u (-1)^u}{u! (c + u - 1)} 4F3 \left( \begin{array}{c} A, B, c + u - 1, -u \\ a, b, C \end{array} \middle| 1 \right) x^u 2F1 \left( \begin{array}{c} a + u, b + u \\ c + 2u \end{array} \middle| x \right),
\]

with \( A = -t, B = 1 - 2s - t - \nu_1 - \nu_2 \) and so on, we find after simplifications that

\[
((1, \nu_1, 1, \nu_2)_s, 1, \nu_3)_r = \sum_{u + v = s + t} R_{s,t}^{u,v}(1, \nu_1, 1, \nu_2, \nu_3)_r,
\]

where
which thus, after normalization, are the Racah coefficients of our representation.

8. Spherical harmonics.

When the $\nu_i$ are all half-integers, the polynomials $p = Tq$ of the previous two sections are related to spherical harmonics. In fact, if $q$ is a highest weight polynomial, then

$$r(x_1, \ldots, x_{2|\nu|}) = (Tq)(x_1^2 + \cdots + x_{2\nu_1}^2, \ldots, x_{2(\nu_1+\cdots+\nu_{n-1})+1}^2 + \cdots + x_{2|\nu|}^2)$$

is harmonic, and if $q_1$ and $q_2$ are orthogonal in $\mathcal{A}^{\nu_1} \otimes \cdots \otimes \mathcal{A}^{\nu_n}$, then the corresponding polynomials $r_1$ and $r_2$ are orthogonal with respect to Euclidean measure on the unit sphere of $\mathbb{R}^{2|\nu|}$. This is not hard to prove directly: the harmonicity follows from the equations

$$\sum_{i=1}^{2|\nu|} \frac{\partial^2}{\partial x_i^2} r = 4 \sum_{i=1}^n \left( \xi_i \frac{\partial^2}{\partial \xi_i^2} + \nu_i \frac{\partial}{\partial \xi_i} \right) Tq = 4 \sum_{i=1}^n \frac{\partial}{\partial z_i} q = 0,$$

and the orthogonality is immediately reduced to (33).

We will now sketch an alternative approach to higher order Hankel forms based on the metaplectic representation, which gives a better understanding of these facts. This is in line with how similar problems are treated in [14]. We will assume that the $\nu_i$ are positive half-integers, so that $\mathcal{A}^{\nu}$ are representation spaces of the four-fold cover $G' = \text{Mp}(1)$ of $G$. We will consider the Segal-Shale-Weil (metaplectic, harmonic, oscillator) representation of $G'$ on $L^2(\mathbb{R})$. Its $k$-th tensor power commutes with the natural action of $O(k)$ on $\bigotimes^k L^2(\mathbb{R}) = L^2(\mathbb{R}^k)$. (Actually, one can embed $G'$ and $O(k)$ as subgroups of $\text{Mp}(k)$ in such a way that these two representations are obtained by restriction of the metaplectic representation of $\text{Mp}(k)$.) In the terminology of Howe [10], $(G', O(k))$ is then a dual pair. The decomposition with respect to $G' \times O(k)$ is

$$L^2(\mathbb{R}^k) \simeq \bigoplus_{s=0}^{\infty} \mathcal{H}_s^{k+s} \otimes \mathcal{H}_s^k,$$

where $\mathcal{H}_s^k$ is the irreducible representation of $O(k)$ on homogeneous harmo
monic polynomials in \( k \) variables of degree \( s \). In the case \( k = 1 \) this is the finite decomposition

\[
L^2(\mathbb{R}) \simeq \mathcal{F}_s^2 \oplus \mathcal{F}_s^2 (= \text{even} \oplus \text{odd functions}).
\]

If we view \( \mathcal{F}^\nu \) as function spaces on the upper half-plane, the intertwining embeddings

(50)
\[
\mathcal{F}^2 \oplus \mathcal{H}_s^k \rightarrow L^2(\mathbb{R}^k)
\]

are given by

(51)
\[
(g \otimes r)(x) = \hat{g}\left(\frac{|x|^2}{2}\right)|x|^{2-2(s+1)}r(x),
\]

where \( \hat{g} \) is the Fourier transform of the boundary values of \( g \) (cf. [31], Sections 7.7.8 and 12.3.2 for these facts).

Taking \( s = 0 \) in (50), we may identify \( \mathcal{F}_s^k \) with the space of rotation invariant functions in \( L^2(\mathbb{R}^k) \), and thus \( \bigotimes_{s=0}^n \mathcal{F}_s^2 \) with the subspace of

\[
L^2(\mathbb{R}^k) = L^2(\mathbb{R}^{k_1}) \otimes \cdots \otimes L^2(\mathbb{R}^{k_n}), \quad k = \sum k_i,
\]

invariant with respect to the subgroup

\[
O(k_1) \times \cdots \times O(k_n) \subseteq O(k).
\]

The decomposition (49) then gives

\[
\bigotimes_{i=1}^n \mathcal{F}_s^k \simeq \bigoplus_{s=0}^\infty \mathcal{F}_s^{2s} \oplus \mathcal{H}_s^k,
\]

where \( \mathcal{H}_s^k \) is the subspace of \( \mathcal{H}_s^k \) consisting of harmonic polynomials of the form

\[
r(x) = p(|x_1|^2, \ldots, |x_n|^2), \quad x_i \in \mathbb{R}^{k_i}.
\]

Let \( V_s^2 \) be the corresponding space of polynomials \( p \). It is not hard to see that

\[
\dim V_s^2 = \begin{cases} 
0 & s \text{ odd} \\
\binom{n+s-2}{n-2} & s \text{ even},
\end{cases}
\]

which gives the decompositions

\[
\bigotimes_{i=1}^n \mathcal{F}_s^k \simeq \bigoplus_{s=0}^\infty \mathcal{F}_s^{2s} \oplus V_s = \bigoplus_{s=0}^\infty \binom{n+s-2}{n-2} \mathcal{F}_s^{2s+2s}
\]
with respect to $G' \times O(k)$ and $G'$ respectively. So we recover (8) (in the case when the $\nu_i$ are half-integers).

From (51) one obtains explicit formulas for higher order Hankel forms. In fact, $g \otimes p$ corresponds to

$$H(f_1, \ldots, f_n) = \int_{\mathbb{R}^k} \hat{f}_1 \left( \frac{|x_1|^2}{2} \right) |x_1|^{2-k_1} \cdots \hat{f}_n \left( \frac{|x_n|^2}{2} \right) |x_n|^{2-k_n}$$

$$\times |x|^{2-k-4s} \mathcal{G} \left( \frac{|x|^2}{2} \right) p(|x_1|^2, \ldots, |x_n|^2) \, dx$$

$$= C \int_{\mathbb{R}^k} \hat{f}_1(\xi_1) \cdots \hat{f}_n(\xi_n) \hat{b}(\xi_1 + \cdots + \xi_n) p(\xi) \, d\xi,$$

where $\hat{b}(t) = t^{1-2s-\frac{4}{2}} \hat{g}(t)$, so, as expected, we recover (31).

We also remark that it would lead to nothing new if we were to consider embeddings corresponding to $s > 0$ in (50). This would, for any choice of $r_i \in \mathcal{H}_i^{k_i}$, allow us to identify $\bigotimes_{i=1}^n \mathcal{H}_i^{2 + \nu_i}$ with functions in $L^2(\mathbb{R}^k)$ of the form

$$r_1(x_1) \cdots r_n(x_n) F(|x_1|^2, \ldots, |x_n|^2), \quad x_i \in \mathbb{R}^{k_i},$$

and thus give

$$\bigotimes_{i=1}^n \mathcal{H}_i^{2 + \nu_i} \simeq \bigoplus_{s=0}^{\infty} \mathcal{G}^{k+s} \otimes \mathcal{H}_s^{k},$$

where now elements of $\mathcal{H}_s^{k}$ are harmonic polynomials of the form

$$r(x) = r_1(x_1) \cdots r_n(x_n) p(|x_1|^2, \ldots, |x_n|^2), \quad x_i \in \mathbb{R}^{k_i}.$$ 

However, the harmonicity of $r$ is equivalent to the harmonicity of the polynomial

$$p(|x_1|^2, \ldots, |x_n|^2), \quad x_i \in \mathbb{R}^{k_i+2\nu_i},$$

so we recover the same classes $V_s$ and the same decomposition as above.

In [30] (cf. also [17, 31]) bases of the spaces $V_s$ indexed by labeled binary trees are constructed. Each tree then corresponds to a system of poly-spherical coordinates, and the bases are obtained by separation of variables with respect to these. It is not hard to see that this is equivalent to what we did in the previous section, with the correspondence (48) between highest weight polynomials $q$ and harmonic polynomials $r$. This yields a proof of a fact first found in [15], namely that the Wigner symbols for the discrete series
of $\text{Mp}(1)$ agree with the “T-coefficients” corresponding to a change between polyspherical coordinates.
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