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0. Introduction.

In this paper we shall study the growth characteristics of subharmonic functions in $\mathbb{R}^m$ and the continuity of their indicator functions. We shall denote by $\text{SH}^\rho(R^m)$ the family of subharmonic functions $u$ in $\mathbb{R}^m$ which are of finite order $\rho > 0$ and of normal type with respect to the proximate order $\rho(r)$. So there exist constants $A_0$ and $A_1$ depending on $u$ such that $u(x) \leq A_0 + A_1 |x|^\rho(|x|)$ for all $x \in \mathbb{R}^m$, where the non-negative function $\rho(r)$ is defined for $r \in \mathbb{R}^+$ such that $\rho(r) \to \rho$ and $\rho'(r)r \log r \to 0$ as $r \to \infty$. For such a function $u$, the indicator function $h_u^*(x)$ of $u$ is defined as

$$h_u^*(x) = \lim_{x' \to x} \limsup_{r \to \infty} u_r(x'),$$

where

$$u_r(x) = \frac{u(rx)}{r^\rho(r)}.$$

This indicator function is positively homogeneous of degree $\rho$ and subharmonic. Thus its Laplacian $\Delta h_u^*$, in the sense of distributions, is a positive measure.

In view of subharmonicity there exist several equivalent convergences of the sequence $u_r$. In section 1 we prove that $u_r$ converges in $L^1_{\text{loc}}(\mathbb{R}^m)$ to $h_u^*$ if and only if $\Delta u_r$ converges as a distribution to $\Delta h_u^*$ in $\mathbb{R}^m$. In contrast to the case $m = 2$, the indicator $h_u^*$ may not be continuous for general $m$. In section 2 we prove that the uniformly bounded masses of the Laplacians $\Delta u_r$ on any compact subset imply continuity of the indicator function. This result improves earlier work by Gru- man and Berndtsson, see [9] and [7]. We also get a characteristic of functions of regular growth with continuous indicators. Finally in section 3 we present some related facts in terms of the limit sets introduced by Azarin in the paper [6].
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1. Subharmonic Functions of Regular Growth in $\mathbb{R}^m$.

Following [14] we let $I^*_u(x, \delta)$ denote the integral averages of the functions $u_\cdot$ over the ball in $\mathbb{R}^m$ with center $x$ and radius $\delta$.

**Definition 1.1.** Given a function $u \in \text{SH}^{\rho(r)}(\mathbb{R}^m)$, we say $u$ is of regular growth (RG) in the direction of $x \in \mathbb{R}^m$ if $x \notin E_u = \{x; h^*_u(x) = -\infty\}$ and

$$\liminf_{\delta \to 0} \liminf_{r \to \infty} I^*_u(x, \delta) = h^*_u(x).$$

The function $u$ is said to be of regular growth in a subset $K \subset \mathbb{R}^m$ if $u$ is of regular growth in the direction of every $x \in K \setminus E_u$ and $K \notin E_u$.

The RG functions was first studied by Levin and Pfugler in a different way, see [15]. The Levin-Pfugler theory of entire functions of one complex variable with completely regular growth plays an important role for the study of entire and meromorphic functions of finite order. This theory establishes a relationship between the distribution of zero set of an entire function and its asymptotic growth, and in 1962 it was extended by Azarin, see [2]–[5], to subharmonic functions in $\mathbb{R}^m$. Recall that a set $E \subset \mathbb{R}^m$ is called a $C^1_0$-set if every subset $E \cap \{|x| < R\}$ can be covered by balls with centers in $\{|x| < R\}$ whose radii $r_j(R)$ satisfy

$$\lim_{R \to \infty} \frac{1}{R^\alpha} \sum r_j^\alpha(R) = 0,$$

see [6]. Azarin introduced the following

**Definition 1.2.** A function $u \in \text{SH}^{\rho(r)}(\mathbb{R}^m)$ is said to be of completely regular growth (CRG) in $\mathbb{R}^m$ if there exists a $C^{m-1}_0$-set $E$ such that

$$\lim_{r \to \infty} \sup_{|x| = 1, r \notin E} |u_\cdot(x) - h^*_u(x)| = 0.$$

We know now that the two definitions above coincide. In fact, in view of subharmonicity, the functions of regular growth can be characterized in several different ways.

**Theorem 1.3.** For $u \in \text{SH}^{\rho(r)}(\mathbb{R}^m)$, the following statements are equivalent:

1. $u$ is RG in $\mathbb{R}^m$.
2. $u$ is CRG in $\mathbb{R}^m$.
3. $u_\cdot$ converges as a distribution to $h^*_u$ in $\mathbb{R}^m$.
4. $u_\cdot$ converges to $h^*_u$ in $L^1_{\text{loc}}(\mathbb{R}^m)$.
5. $h^*_u + v = h^*_v$ for all $v \in \text{SH}^{\rho(r)}(\mathbb{R}^m)$.

$(1) \iff (4)$ was proved by Gruman, see [14, Theorem 4.7], and $(2) \iff (5)$ was
given by Favarov, see [8]. (2) \( \leftrightarrow \) (3) can be founded in [1], and (3) \( \leftrightarrow \) (4) is a basic fact for subharmonic functions, see [11, Theorem 4.1.9].

Theorem 1.3 implies that if \( u \) is a RG function then \( \Delta u_r \) converges as a distribution to \( \Delta h_u^* \). On the other hand, we know that for a function \( u \) of integral order \( \rho \), \( \Delta u_r \rightarrow \Delta h_u^* \) implies the regularity of growth of \( u \). This follows directly from results of Gruman or Azarin, see [14, Theorems 4.15 and 4.16] and [5] respectively. But the corresponding assertion for integer \( \rho \) seems to be unknown even for \( m = 2 \). We shall now prove that the assertion holds for any \( \rho \). Let \( B(x_0, r) \) be the open ball in \( \mathbb{R}^m \) with center at \( x_0 \) and radius \( r \), and let \( \Gamma_\omega^\phi \) be the right circular cone with vertex at the origin, \( \omega \) as axis and angular opening \( \phi \). We shall denote by \( \mu(E) \) the mass of a positive measure \( \mu \) on a subset \( E \subset \mathbb{R}^m \). Our result is

**Theorem 1.4.** Let \( u \in \text{SH}^{(\rho)(\mathbb{R}^m)} \). Then \( u \) is RG in \( \mathbb{R}^m \) if and only if for any \( \omega \neq 0 \) one has

\[
\lim_{r \to \infty} \frac{\Delta u(B(0, r) \cap \Gamma_\omega^\phi)}{r^{\rho + m - 2}} = \Delta h_u^*(B(0, 1) \cap \Gamma_\omega^\phi),
\]

except perhaps for a countable set of \( \phi \) depending on \( \omega \).

As an application of Theorem 1.4, we get that \( u_r \) converges to \( h_u^* \) in \( L^1_{\text{loc}}(\mathbb{R}^m) \) if and only if \( \Delta u_r \) converges as a distribution to \( \Delta h_u^* \) in \( \mathbb{R}^m \).

To prove Theorem 1.4 we need two simple lemmas.

**Lemma 1.5.** Let \( u \in \text{SH}^{(\rho)(\mathbb{R}^m)} \) and let \( K \) be a compact subset in \( \mathbb{R}^m \). Then

\[
\lim_{r \to \infty} \int_K (u_r(x) - h_u^*(x)) \, dx = 0 \quad \text{if and only if} \quad \lim_{r \to \infty} \int_K |u_r(x) - h_u^*(x)| \, dx = 0.
\]

**Proof.** The “if” part is trivial. For “only if”, we introduce the notation

\[
I_{h_u^*}(x, \delta) = \frac{1}{\tau_m \delta^m} \int_{|y-x| < \delta} h_u^*(y) \, dy,
\]

where \( \tau_m \) is the volume of the unit ball in \( \mathbb{R}^m \). Let us write

\[
\int_K h_u^*(x) \, dx - \int_K u_r(x) \, dx = \int_K [h_u^*(x) - I_{h_u^*}(x, \delta)] \, dx
\]

\[
+ \int_K [I_{h_u^*}(x, \delta) - u_r(x)] = C_\delta + D_\delta.
\]

For any \( \varepsilon > 0 \) we choose \( \delta_0 > 0 \) such that \( |C_{\delta_0}| < \varepsilon \). But
\[
\limsup_{r \to \infty} u_r(x) \leq h^*_u(x) \leq I_{h^*_u}(x, \delta_0) \in K.
\]
So it follows from the Hartogs lemma, see [14, Corollary 1.32] that there exists a constant \( R_{\varepsilon, 0} > 0 \) such that \( u_r(x) \leq I_{h^*_u}(x, \delta_0) + \varepsilon \) for all \( r \geq R_{\varepsilon, 0} \) and all \( x \in K \). Hence, for such \( r \) we have
\[
D_{\delta_0} = \int_K |I_{h^*_u}(x, \delta_0) + \varepsilon - u_r(x)| \, dx - \varepsilon \int_K dx
\]
\[
\geq \int_K |h^*_u(x) - u_r(x)| \, dx - \int_K |I_{h^*_u}(x, \delta_0) - h^*_u(x)| \, dx - 2\varepsilon \int_K dx
\]
\[
\geq \int_K |h^*_u(x) - u_r(x)| \, dx - \varepsilon - 2\varepsilon \int_K dx.
\]
Therefore, for \( r \) large enough
\[
\int_K |h^*_u(x) - u_r(x)| \, dx \leq \int_K [h^*_u(x) - u_r(x)] \, dx + 2\varepsilon + 2\varepsilon \int_K dx.
\]
This implies that \( u_r \) converges to \( h^*_u \) in \( L^1(K) \), if the first integral on the right-hand side converges to zero, and hence Lemma 1.5 follows.

A useful consequence of Lemma 1.5, which follows by the positive homogeneity, is the following

**Lemma 1.6.** A function \( u \) is RG in \( \mathbb{R}^m \) if and only if there exists a shell \( D = \{ x \in \mathbb{R}^m; \delta_2 < |x| < \delta_1 \} \) such that
\[
\int_D u_r(x) \, dx \to \int_D h^*_u(x) \, dx, \quad \text{as} \quad r \to \infty.
\]

**Proof of Theorem 1.4.** The “only if” part is a consequence of Theorem 1.3 because the Laplacian operator \( \Delta \) is continuous in the distribution space and takes all subharmonic functions to positive measures. For “if” part, the generalized Jensen formula says that for every subharmonic function \( f \) and any constants \( \delta_1 > \delta_2 > 0 \) the following equality holds:
\[
\frac{1}{\delta_1^{m-1}} \int_{|x| = \delta_1} f(x) \, d\sigma(x) - \frac{1}{\delta_2^{m-1}} \int_{|x| = \delta_2} f(x) \, d\sigma(x) = \int_{\delta_2}^{\delta_1} \frac{\Delta f(B(0, \delta))}{\delta^{m-1}} \, d\delta,
\]
where \( d\sigma \) is the Lebesgue measure of the unit sphere in \( \mathbb{R}^m \).

Hence for \( r > 2 \) we have
\begin{align*}
  \int_{1/2 < \|x\| < 1} u_r(x) \, dx &= \int_{|x| = \frac{1}{r}} \frac{1}{m} \left[ 1 - \left( \frac{1}{2} \right)^m \right] r^{m-1} \, d\sigma(x) \\
  &= \int_{1/2}^1 \delta_{\frac{1}{r}} \delta_1 \int \frac{\Delta u_r(B(0, \delta))}{\delta^{m-1}} \, d\delta,
\end{align*}

and
\begin{align*}
  \int_{1/2 < \|x\| < 1} h_u^*(x) \, dx &= \int_{1/2}^1 \delta_{\frac{1}{r}} \delta_1 \int \frac{\Delta h_u^*(B(0, \delta))}{\delta^{m-1}} \, d\delta.
\end{align*}

But
\begin{align*}
  r^{m-1} \int_{|x| = \frac{1}{r}} u_r(x) \, d\sigma(x) &= r^{-\rho(r)} \int_{|x| = 1} u(x) \, d\sigma(x) \to 0, \quad \text{as} \quad r \to \infty,
\end{align*}

so by Lemma 1.6 we only need to show
\begin{align*}
  \int_{1/2}^1 \delta_{\frac{1}{r}} \delta_1 \int \frac{\Delta u_r(B(0, \delta))}{\delta^{m-1}} \, d\delta \to \int_{1/2}^1 \delta_{\frac{1}{r}} \delta_1 \int \frac{\Delta h_u^*(B(0, \delta))}{\delta^{m-1}} \, d\delta.
\end{align*}

In view of the Lebesgue dominated convergence theorem, it suffices to verify that
(i) for any \( \delta \in (0, \delta_1) \) we have
\begin{align*}
  \chi_{r, \delta_1} (\delta) \frac{\Delta u_r(B(0, \delta))}{\delta^{m-1}} \to \frac{1}{\delta^{m-1}} \Delta h_u^*(B(0, \delta)), \quad \text{as} \quad r \to \infty,
\end{align*}
where \( \chi_{r, \delta_1} \) denotes the characteristic function of the interval \([\frac{1}{2}, \delta_1]\), and
(ii) there exists a constant \( C > 0 \) such that for all \( \delta \) in \((0, \delta_1)\) and \( r \) large enough,
\begin{align*}
  \left| \chi_{r, \delta_1}(\delta) \frac{\Delta u_r(B(0, \delta))}{\delta^{m-1}} \right| \leq C \delta^{\frac{m-1}{2}}.
\end{align*}

To prove assertion (i) we can assume, without loss of generality, that \( \delta = 1 \) and \( \chi_{r, \delta_1}(\delta) = 1 \). Let \( \omega_N \) and \( \omega_S \) be the north and south pole, respectively in the unit ball \( B(0, 1) \). By the assumption in the theorem we can define an increasing function \( F_N(\phi) \) in \((0, \pi)\), such that \( F_N(\phi) = \lim_{r \to \infty} \Delta u_r(G_{\omega N}^\phi \cap B(0, 1)) \) holds for almost every \( \phi \) in \((0, \pi)\). So for almost every \( \phi \) in \((0, \pi)\) and small \( \psi > 0 \),
\begin{align*}
  \limsup_{r \to \infty} \Delta u_r(\partial G_{\omega N}^\phi \cap B(0, 1) \setminus \{0\}) \\
  \leq \limsup_{r \to \infty} (\Delta u_r(G_{\omega N}^\phi \cap B(0, 1)) - \Delta u_r(G_{\omega N}^\phi \cap B(0, 1))) = F_N(\phi + \psi) - F_N(\phi).
\end{align*}
The last difference converges to zero almost everywhere as $\psi \downarrow 0$ because an increasing function is continuous almost everywhere. Hence we get that for almost every $\phi$ in $(0, \pi)$

$$\lim_{r \to \infty} \Delta u_r(\partial \Gamma_{\alpha N}^\psi \cap B(0, 1) \setminus \{0\}) = 0.$$

Similarly, for almost every $\phi$ in $(0, \pi)$ we have

$$\Delta h_\psi^*(\partial \Gamma_{\alpha N}^\psi \cap B(0, 1) \setminus \{0\}) = 0.$$

Therefore, there exists $\pi/2 < \phi_0 < \pi$ satisfying the following conditions:

(a) $$\lim_{r \to \infty} \Delta u_r(\partial \Gamma_{\alpha N}^{\phi_0} \cap B(0, 1) \setminus \{0\}) = \Delta h_\psi^*(\partial \Gamma_{\alpha N}^{\phi_0} \cap B(0, 1) \setminus \{0\}) = 0;$$

(b) $$\lim_{r \to \infty} \Delta u_r(\Gamma_{\alpha N}^{\phi_0} \cap B(0, 1)) = \Delta h_\psi^*(\Gamma_{\alpha N}^{\phi_0} \cap B(0, 1));$$

(c) $$\lim_{r \to \infty} \Delta u_r(\Gamma_{\alpha S}^{\phi_0} \cap B(0, 1)) = \Delta h_\psi^*(\Gamma_{\alpha S}^{\phi_0} \cap B(0, 1)).$$

But $\Delta h_\psi^*(\{0\}) = 0$ and

$$\Delta u_r(\{0\}) \leq \Delta u_r \left( B \left( \frac{1}{r} \right) \right) = \frac{1}{\rho(r) + m - 2} \Delta u(B(0, 1)) \to 0, \quad \text{as} \quad r \to \infty.$$

These facts, together with (a), (b) and (c), imply that

$$\lim_{r \to \infty} \Delta u_r(B(0, 1)) = \lim_{r \to \infty} \Delta u_r(B(0, 1) \setminus \{0\}) = \Delta h_\psi^*(B(0, 1) \setminus \{0\}) = \Delta h_\psi^*(B(0, 1)),$$

and assertion (i) follows.

Assertion (ii) is the consequence of assertion (i). In fact, for any $\sigma \in (0, \delta_1)$ we have

$$\frac{\chi_{r, \delta}(\sigma)}{\delta^{m-1}} \Delta u_r(B(0, \delta)) = \frac{\chi_{r, \delta}(\delta)}{\delta^{m-1} \rho(r) + m - 2} \Delta u(B(0, \delta r))$$

$$= \delta^{\rho - 1} \chi_{r, \delta}(\delta) \frac{(\delta r)^{\rho(r) - \frac{\rho}{2}}}{\rho(r) - \frac{\rho}{2}} \Delta u_{\delta r}(B(0, 1)) \to \delta^{\rho - 1} \Delta h_{\psi}^*(B(0, 1)),$$

as $r \to \infty$. On the other hand, by the definition of the proximate order $\rho(r)$, we have

$$\frac{d}{dr} \left( \rho(r) - \frac{\rho}{2} \right) = \rho(r) - \frac{\rho}{2} - \frac{1}{2} \left( rp'(r) \log r + \rho(r) - \frac{\rho}{2} \right) > 0$$

for $r$ large enough. So $\rho(r) - \frac{\rho}{2}$ is an increasing function for such $r$. Hence there exists a constant $R > 0$ such that for $\delta r > R$
\[ \frac{\chi_{r, \delta}}{\delta^{m-1}} \Delta u_r(B(0, \delta)) \leq \delta^{\frac{m}{2} - 1}(\Delta h_u^*(B(0, 1)) + 1). \]

But for \(0 < \delta r \leq R\)

\[ \frac{\chi_{r, \delta}}{\delta^{m-1}} \Delta u_r(B(0, \delta)) \leq \delta^{\rho(r)-1} \Delta u(B(0, R)). \]

So there exists \(C > 0\) such that for all \(\delta \in (0, \delta_1)\) and sufficiently large \(r\),

\[ \left| \frac{\chi_{r, \delta}}{\delta^{m-1}} \Delta u_r(B(0, \delta)) \right| \leq C \delta^{\frac{m}{2} - 1}. \]

This is assertion (ii). Hence the proof of Theorem 1.4 is complete.

2. Continuity of Indicator Functions in \(\mathbb{R}^m\).

In this section we shall discuss regions in which the mass of the Laplacian of a function is small. For an open connected subset \(D\) on the unit sphere, we define a cone \(K_D\) by \(K_D = \{x \in \mathbb{R}^m; x/|x| \in D\}\). In the case \(m = 2\), an indicator function \(h_u^*\) is continuous, see [15, p. 54]. However, the corresponding assertion for general \(m\) is not true. The first counterexample was given by Lelong in [13]. Nevertheless, Gruman and Berndtsson have proved the following sufficient condition for continuity of the indicator functions, see [7], [9] and also [10].

**Theorem 2.1.** Let \(u \in SH^{\rho(r)}(\mathbb{R}^m)\) and let \(K_D\) be a cone in \(\mathbb{R}^m\) such that for any \(D' \subset \subset D\)

\[ \lim_{r \to \infty} \frac{\Delta u(B(0, r) \cap K_{D'})}{r^{\rho(r) + m - 2}} = 0. \]

Then \(h_u^*\) is continuous in \(K_D\), and there exist constants \(C_{D'}\) such that

\[ |h_u^*(x_1) - h_u^*(x_2)| \leq C_{D'} |x_1 - x_2| \]

for all \(x_1, x_2 \in D'\).

It is clear that the density assumption in Theorem 2.1 is equivalent to the following: For any \(D' \subset \subset D\) and any \(x \in K_{D'}\) one has

\[ \limsup_{r \to \infty} \frac{\Delta u(B(rx, r) \cap K_{D'})}{r^{\rho(r) + m - 2}} = 0. \]

In the following theorem we relax this condition.

**Theorem 2.2.** Let \(u \in SH^{\rho(r)}(\mathbb{R}^m)\) and let \(K_D\) be a cone in \(\mathbb{R}^m\). If for any \(D' \subset \subset D\) there exists a constant \(C_{D'}\) such that
\[
\limsup_{r \to \infty} \frac{\Delta u(B(rx, r) \cap K_D^r)}{r^{\rho(r) + m - 2}} \leq C_D', \quad \text{for all } x \in K_D',
\]

then \( h_u^* \) is continuous in \( K_D \). Furthermore, there exist constants \( B_D' \) such that

\[
|h_u^*(x_1) - h_u^*(x_2)| \leq B_D' \begin{cases} 
|x_1 - x_2|^\rho, & \text{if } \rho < 1; \\
|x_1 - x_2| \log \frac{1}{|x_1 - x_2|}, & \text{if } \rho = 1; \\
|x_1 - x_2|, & \text{if } \rho > 1
\end{cases}
\]

for all \( x_1, x_2 \in D' \).

**Proof of Theorem 2.2.** Given \( D' \subset \subset D \) in the unit sphere, we take subdomains \( G' \) and \( G \subset K_D \cap B(0, 2) \).

Since \( h_u^* = \limsup_{r \to \infty} u_r \) holds for almost all \( x \in G' \), it follows by the method of integral average used in [7] that it is enough to show the estimates

\[
|h_u^*(x_1) - h_u^*(x_2)| \leq C \begin{cases} 
|x_1 - x_2|^\rho, & \text{if } \rho < 1; \\
|x_1 - x_2| \log \frac{1}{|x_1 - x_2|}, & \text{if } \rho = 1; \\
|x_1 - x_2|, & \text{if } \rho > 1
\end{cases}
\]

for such values of \( x_1 \) and \( x_2 \). (In this proof we let \( C \) denote a generic constant which does not depend on the points \( x_1 \) and \( x_2 \).) Without loss of generality, we can suppose that \( h_u^*(x_1) > h_u^*(x_2) > -\infty \), since the indicator function is not identically equal to \(-\infty\). We can therefore, by the Fatou lemma, find a positive constant \( \delta \) depending on \( x_2 \) and \( |x_1 - x_2| \) such that \( 4\delta < |x_1 - x_2| \) and

\[
\limsup_{r \to \infty} \frac{1}{\tau_m \delta^m} \int_{|x-x_2|<\delta} u_r(x) \, dx \leq h_u^*(x_2) + |x_1 - x_2|.
\]

On the other hand, for such \( \delta \) we have

\[
\limsup_{r \to \infty} \frac{1}{\tau_m \delta^m} \int_{|x-x_1|<\delta} u_r(x) \, dx \geq \limsup_{r \to \infty} u_r(x_1) = h_u^*(x_1).
\]

Using the general fact \( \limsup A_r - \limsup B_r \leq \limsup (A_r - B_r) \), we thus get

\[
0 < h_u^*(x_1) - h_u^*(x_2) \leq |x_1 - x_2| + \limsup_{r \to \infty} \frac{1}{\tau_m \delta^m} \int_{|x|<\delta} |u_r(x_1 + x) - u_r(x_2 + x)| \, dx.
\]

By the Riesz theorem there exist harmonic functions \( \Phi_r \) in \( G \) such that
\[ u_r(x) = -\frac{1}{\theta_m} \int_G \frac{1}{|x - y|^{m-2}} \Delta u_r(y) + \Phi_r(x) \quad \text{for all} \quad x \in G, \]

where \( \theta_m = (m - 2) \pi m \) for \( m > 2 \), and \( \theta_2 = 2\pi \), see [16, Theorem 1.2.1']. Clearly, the family \( \{ \Phi_r \} \) has a uniform upper bound on any compact set in \( G \). Moreover, for any \( \delta > 1 \) and \( r > 1 \)

\[
\frac{1}{\tau_m \delta^m} \int_{G \cap B(0, \delta)} \Phi_r(x) \, dx \geq \frac{1}{\tau_m \delta^m} \int_{G \cap B(0, \delta)} u_r(x) \, dx \geq \frac{1}{\tau_m \delta^m} \int_{B(0, \delta)} (u_r(x) - C_0) \, dx
\]

\[
\geq \frac{1}{\tau_m \rho(r)} \int_{B(0, 1)} u(x) \, dx - C_0 \to -C_0, \quad \text{as} \quad r \to \infty.
\]

Here the constant \( C_0 > 0 \) is a common upper bound of \( u_r \) in \( B(0, \delta) \) for all \( r > 1 \). It follows from Theorem 4.1.9 in [11] that \( \{ \Phi_r \} \) forms a normal family in \( G \). So for any \( r > 1 \) and small \( |x_1 - x_2| \) we have

\[
\frac{1}{\tau_m \delta^m} \int_{|x| < \delta} |\Phi_r(x_1 + x) - \Phi_r(x_2 + x)| \, dx \leq C |x_1 - x_2|.
\]

Applying the triangle inequality and changing the order of integration, we find that \( h_*^+(x_1) - h_*^+(x_2) \) can be estimated by

\[
C |x_1 - x_2| + \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{y \in G} \Delta u_r(y) \int_{|x| < \delta} \frac{1}{|x_2 + x - y|^{m-2} - |x_1 + x - y|^{m-2}} \, dx.
\]

To study this upper limit we first observe that it is majorized by the sum

\[
A_1 + A_2 + A_1' + A_2' + A_1'' + A_2'' + A^m,
\]

where

\[
A_j = \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{y \in G} \Delta u_r(y) \int_{|x| < \delta} \frac{1}{|x_j + x - y|^{m-2}} \, dx,
\]

\[
A_j' = \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{2 |y - x_j| < |x_1 - x_2|} \Delta u_r(y) \int_{|x| < \delta} \frac{1}{|x + x_1 + x_2 - x_j - y|^{m-2}} \, dx.
\]
\[ A_j'' = \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{\{y \in G, \ |y-x_j| < |x_1-x_2| \leq 4\delta \}} \Delta u_r(y) \int_{|x| < \delta} \frac{1}{|x_j + x - y|^{m-2}} \, dx, \]
\[ A''' = \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{\{y \in G, \ 2|y-x_1| \leq |x_1-x_2|, 2|y-x_2| \leq |x_1-x_2| \}} \Delta u_r(y) \int_{|x| < \delta} \frac{1}{|x_2 + x - y|^{m-2}} - \frac{1}{|x_1 + x - y|^{m-2}} \, dx. \]

We estimate these seven upper limits separately. First we have
\[
A_1 \leq \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{\{y \in G, \ |y-x_1| < 2\delta \}} \Delta u_r(y) \int_{|\omega| < 3\delta} \frac{1}{|\omega|^{m-2}} \, d\omega
\]
\[
\leq C\delta^{2-m} \limsup_{r \to \infty} \int_{\{y \in G, \ |y-x_1| < 2\delta \}} \Delta u_r(y) = C\delta^{2-m} \limsup_{r \to \infty} \frac{\Delta u(B(rx_1, 2\delta r) \cap G)}{r^{\rho(r)+m-2}}
\]
\[
\leq C \limsup_{r \to \infty} 2^{\rho(2\delta r)+m-2} \delta^{\rho(2\delta r)-\rho(r)} \limsup_{r \to \infty} \frac{\Delta u \left( B \left( \frac{x_1}{2\delta}, r \right) \cap G \right)}{r^{\rho(r)+m-2}}
\]
\[
\leq C\delta^\rho \leq C |x_1 - x_2|^\rho,
\]
and similarly
\[
A_2 \leq C |x_1 - x_2|^\rho.
\]

Next, it follows from \(4\delta < |x_1 - x_2|\) that
\[ A'_1 = \limsup_{r \to \infty} \frac{C}{\delta^m} \int_{\{y \in G, \ 2|y-x_1| < |x_1-x_2| \}} \Delta u_r(y) \int_{|x| < \delta} \left( \frac{4}{|x_1 - x_2|} \right)^{m-2} \, dx
\]
\[ = C \limsup_{r \to \infty} |x_1 - x_2|^{2-m} \int_{\{y \in G, \ 2|y-x_1| < |x_1-x_2| \}} \Delta u_r(y) \leq C |x_1 - x_2|^\rho,
\]
and similarly
\[ A'_2 \leq C |x_1 - x_2|^\rho. \]
To handle \( A_1'' \) we choose an integer \( K_\delta \), such that \( K_\delta \log 2 \geq \log \left( \frac{1}{|x_1 - x_2|/4\delta} \right) \). We then get

\[
A_1'' \leq C \limsup_{r \to \infty} \int_{y \in G} \frac{1}{|x_1 - y|^{m-2}} \Delta u_r(y) \left[ 4\delta \leq 2|y - x_1| < |x_1 - x_2| \right]
\]

\[
\leq C \limsup_{r \to \infty} \sum_{k=1}^{K_\delta} \int_{y \in G} \left( \frac{2^{k+1}}{|x_1 - x_2|} \right)^{m-2} \Delta u_r(y) \left[ |x_1 - x_2| \leq 2^{k+1}|y - x_1| < 2|x_1 - x_2| \right]
\]

\[
\leq C \sum_{k=1}^{K_\delta} \left( \frac{2^{k+1}}{|x_1 - x_2|} \right)^{m-2} \limsup_{r \to \infty} \Delta u \left( B \left( r x_1, \frac{|x_1 - x_2|}{2^k} \right) \cap G \right)
\]

\[
\leq C \sum_{k=1}^{K_\delta} \frac{|x_1 - x_2|^\rho}{2^{k\rho}} \leq C |x_1 - x_2|^\rho,
\]

and similarly

\[
A_2'' \leq C |x_1 - x_2|^\rho.
\]

Now, using the inequality \( |\alpha_1^{2-m} - \alpha_2^{2-m}| \leq (m - 2) |x_1 - x_2| (\alpha_1^{-m} + \alpha_2^{-m}) \) for positive numbers \( \alpha_1 \) and \( \alpha_2 \), we can estimate \( A_2'' \) by

\[
\limsup_{r \to \infty} \frac{C |x_1 - x_2|}{\delta^m} \int_{y \in G} \frac{\Delta u_r(y)}{|x| < \delta} \left[ 2\frac{|y - x_1|}{|x_1 - x_2|} \leq \frac{|x_1 - x_2|}{|x_1 - x_2|} \right] \times \left( \frac{1}{|x_2 + x - y|^{m-1}} + \frac{1}{|x_1 + x - y|^{m-1}} \right) dx
\]

\[
\leq C |x_1 - x_2| \limsup_{r \to \infty} \int_{y \in G} \frac{1}{|x_1 - y|^{m-1}} \Delta u_r(y) \left[ 2\frac{|y - x_1|}{|x_1 - x_2|} \leq \frac{|x_1 - x_2|}{|x_1 - x_2|} \right]
\]

\[
+ C |x_1 - x_2| \limsup_{r \to \infty} \int_{y \in G} \frac{1}{|x_2 - y|^{m-1}} \Delta u_r(y). \]

By symmetry we only need to estimate the first of these two limits. Let \( K \) be the least integer such that \( K \geq 4 \). Splitting the domain of integration into \( S_1 \cup S_2 \ldots \cup S_{K-1} \), where \( S_k = G \cap \{ y; \ k|x_1 - x_2| \leq 2|y - x_1| < (k + 1) |x_1 - x_2| \} \), we can majorize it by a sum
\[ C \left| x_1 - x_2 \right|^2 \left| x_1 - x_2 \right|^{2-m} \lim_{r \to \infty} \sum_{k=1}^{K-1} \frac{1}{k^{m-1}} \int_{S_k} \Delta u_r(y). \]

Write \( T_k = S_1 \cup S_2 \ldots \cup S_k \). Application of the Abel transformation, see [18, p. 3], then yields that this sum is estimated by

\[ C \left| x_1 - x_2 \right|^{2-m} \lim_{r \to \infty} \sup_{T_k} \left( \frac{1}{k^{m-1}} - \frac{1}{(k + 1)^{m-1}} \right) \int_{T_k} \Delta u_r(y) \]

\[ + C \left| x_1 - x_2 \right|^{2-m} \lim_{r \to \infty} \sup_{T_{k-1}} \frac{1}{(K - 1)^{m-1}} \int_{T_{k-1}} \Delta u_r(y) \]

\[ \leq C \left| x_1 - x_2 \right|^{2-m} \sum_{k=1}^{K-2} \frac{1}{k^m} \lim_{r \to \infty} \sup_{T_k} \int_{T_k} \Delta u_r(y) + \frac{C \left| x_1 - x_2 \right|^{2-m}}{K^{m-1}} \]

\[ \leq C \left| x_1 - x_2 \right|^{2-m} \sum_{k=1}^{K-2} \frac{1}{k^m} (k + 1) \left| x_1 - x_2 \right|^\rho + C \left| x_1 - x_2 \right| \]

\[ \leq C \begin{cases} \left| x_1 - x_2 \right|^\rho, & \text{if } \rho < 1; \\ \left| x_1 - x_2 \right| \log \frac{1}{\left| x_1 - x_2 \right|}, & \text{if } \rho = 1; \\ \left| x_1 - x_2 \right|, & \text{if } \rho > 1. \end{cases} \]

Hence the proof of Theorem 2.2 is complete.

Now we shall show that there exists a subharmonic function with our condition in Theorem 2.2, but not the condition in Theorem 2.1. We need the following two lemmas.

**Lemma 2.3.** Let \( u \in \text{SH}^{\rho(r)}(\mathbb{R}^m) \) be RG in \( \mathbb{R}^m \) and let \( \Delta h_u^* \) be a continuous function in \( \mathbb{R}^m \backslash \{0\} \). Then there exists a constant \( C \) such that

\[ \lim_{r \to \infty} \sup_{B(rx, r)} \frac{\Delta u(B(rx, r))}{r^{\rho(r) + m - 2}} \leq C \left| x \right|^\rho - 2 \quad \text{for} \quad \left| x \right| \geq 1. \]

In particular, for \( 0 < \rho \leq 2 \) the above left-hand side must be bounded.

This lemma follows by the straightforward computation.

**Lemma 2.4.** [17, Theorem 1.3.1]. For any plurisubharmonic function \( g \) in \( C^n = \mathbb{R}^{2n} \) which is at most of normal type with respect to the order \( \rho \), there exists an entire function \( f \) satisfying the condition
\[
\frac{g(rx)}{r^\rho} - \frac{\log |f(rx)|}{r^\rho} \to 0, \quad \text{as} \quad r \to \infty
\]
in \(L^1_{\text{loc}}(\mathbb{R}^n)\).

**Example 2.5.** By Lemma 2.4 there exists an entire function \(f\) of normal type with respect to the order \(\rho(r) \equiv 1\) such that
\[
u_r(x) = \frac{\log |f(rx)|}{r} \rightarrow |x|, \quad \text{as} \quad r \to \infty
\]
in \(L^1_{\text{loc}}(\mathbb{R}^n)\). So \(h^*_u(x) = |x|\), and by Theorem 1.3 we see that the function \(u = \log |f|\) is RG in \(\mathbb{R}^n\). It then follows from Lemma 2.3 that there exists a constant \(C > 0\) such that
\[
\limsup_{r \to \infty} \frac{\Delta u(B(rx, r))}{r^{2n-1}} \leq C \quad \text{for any} \quad x \in \mathbb{R}^n.
\]
That is, the condition in Theorem 2.2 holds. But, since \(h^*_u(x) = |x|\) is not pluriharmonic in \(\mathbb{R}^n \setminus \{0\}\), it follows from Corollary 4.12 in [14] that
\[
\limsup_{r \to \infty} \frac{\Delta u(B(0, r))}{r^{2n-1}} > 0.
\]

Finally for RG functions we get one characteristic of continuous indicators.

**Theorem 2.6.** Let \(u \in SH^{\rho(r)}(\mathbb{R}^n)\) be RG in the cone \(K_D\). Then \(h^*_u\) is continuous in \(K_D\) if and only if the equality
\[
\limsup_{\delta_1 \to 0 \ \text{in} \ \mathbb{R}^n} \left[ \delta_1 \int_{0}^{\delta_1} \left( \frac{\Delta u(B(r \frac{x}{\delta}, r))}{r^{\rho(r)+m-2}} \right) d\delta \right] = 0
\]
holds for any \(D' \subset \subset D\).

**Proof.** We first show the sufficiency. Given \(D' \subset \subset D\), by the generalized Jensen formula, we obtain that
\[
\frac{m}{(2m-1)^2a^mb^m} \int_a^{2a} \int_b^{2b} \int_{\delta_1}^{\delta_1^m-1} d\delta_1 \int_{\delta_2}^{\delta_2} \int_{\delta_2}^{\delta_2} \frac{\Delta u_r(B(x, \delta))}{\delta^{m-1}} d\delta
\]
\[
= \frac{1}{(2m-1)a^m} \int_{a \leq |y-x| \leq 2a} u_r(y) dy - \frac{1}{(2m-1)b^m} \int_{b \leq |y-x| \leq 2b} u_r(y) dy
\]
for any \(x \in D'\) and small constants \(a > 2b > 0\). Since the function \(u\) is RG in \(K_D, u_r\)
converges to $h_u^*$ in the distribution sense, and hence the limit $\lim_{r \to \infty} \Delta u_r(B(x, \delta))$ exists for almost all $\delta$. Letting $r \to \infty$ in the above equality, and using the Lebesgue dominated convergence theorem, we have

$$\left| \frac{1}{(2^m - 1)a^m} \int_{a \leq |y - x| \leq 2a} h_u^*(y) \, dy - \frac{1}{(2^m - 1)b^m} \int_{b \leq |y - x| \leq 2b} h_u^*(y) \, dy \right|$$

$$\leq \frac{1}{m} \int_0^{2a} \delta^{1-m} \lim_{r \to \infty} \Delta u_r(B(x, \delta)) \, d\delta = \frac{1}{m} \int_0^{2a} \lim_{r \to \infty} \frac{(\delta r)^{\rho(r)}}{(\delta r)^{\rho(\delta)}} \Delta u(B(rx, \delta r)) \, d\delta$$

$$= \frac{1}{m} \int_0^{2a} \delta^{\rho - 1} \lim_{r \to \infty} \frac{\Delta u\left( B\left( \frac{x}{\delta}, r \right) \right)}{r^{\rho(r) + m - 2}} \, d\delta.$$

Since $h_u^*$ is subharmonic, we get, letting $b \to 0$, that

$$\left| \frac{1}{\tau_m(2^m - 1)a^m} \int_{a \leq |y - x| \leq 2a} h_u^*(y) \, dy - h_u^*(x) \right|$$

$$\leq \frac{1}{m \tau_m} \sup_{x \in D'} \int_0^{2a} \delta^{\rho - 1} \lim_{r \to \infty} \frac{\Delta u\left( B\left( \frac{x}{\delta}, r \right) \right)}{r^{\rho(r) + m - 2}} \, d\delta$$

for any $x \in D'$. It then follows from the assumption that the integral in the absolute value sign converges to $h_u^*$ uniformly in $D'$ as $a \to 0$. But this integral is a continuous function of $x$, it follows that $h_u^*$ is itself continuous in $D'$, and hence in $D$. By the positive homogeneity the continuity holds in the cone $K_D$.

For the necessity we also start from the first equality in the proof, and similar to the above proof, we can get that for any $D' \subset \subset D$

$$\frac{1}{m \tau_m} \sup_{x \in D'} \int_0^a \delta^{\rho - 1} \lim_{r \to \infty} \frac{\Delta u\left( B\left( \frac{x}{\delta}, r \right) \right)}{r^{\rho(r) + m - 2}} \, d\delta$$

$$\leq \sup_{x \in D'} \left| \frac{1}{\tau_m(2^m - 1)a^m} \int_{a \leq |y - x| \leq 2a} h_u^*(y) \, dy - h_u^*(x) \right|$$

$$\leq \sup_{|y| \leq 2a} \sup_{x \in D'} |h_u^*(x + y) - h_u^*(x)|.$$

In [6] Azarin generalized the concept of indicator functions, and first studied the limit sets for subharmonic functions of proximate order \( \rho (r) \) in \( \mathbb{R}^m \). For a function \( u \in \text{SH}^{\rho (r)}(\mathbb{R}^m) \), the limit set \( L(u) \) consists of all subharmonic functions which are limits in \( L^1_{\text{loc}}(\mathbb{R}^m) \) of subsequences \( u_{r_j} \to \infty \), as \( r_j \to \infty \). For the corresponding positive measure \( \Delta u \), the limit set \( L(\Delta u) \) is defined as the set of all measures in \( \mathbb{R}^m \) which are limits, in the distribution sense, of subsequences \( \Delta u_{r_j} \), as \( r_j \to \infty \). The structure of limit sets has been completely described by Hörmander and Sigurdsson in [12]. In view of Theorem 1.3 we have that a function \( u \) is RG in \( \mathbb{R}^m \) if and only if the limit set \( L(u) \) only contains the indicator function \( \delta_{h^*_u} \). Therefore, if \( u \) is a RG function then \( L(\Delta u) \) is a singleton. Azarin has proved the converse implication for non-integer order \( \rho \) and a weak result for integer \( \rho \), see [6]. Our theorem 1.4 implies now that \( u \) is a RG function in \( \mathbb{R}^m \) if and only if \( L(\Delta u) \) only contains the one element \( \delta_{h^*_u} \).

It is also clear that the relation \( L(u + v) = L(u) + L(v) \) holds for all \( v \in \text{SH}^{\rho (r)}(\mathbb{R}^m) \), if \( u \) is a RG function. In fact, by a slight modification of the proof of Theorem 5 in [8], we have the converse assertion.

**Theorem 3.1.** Let \( u \in \text{SH}^{\rho (r)}(\mathbb{R}^m) \). Then \( u \) is RG in \( \mathbb{R}^m \) if and only if the equality

\[
L(u + v) = L(u) + L(v)
\]

holds for any \( v \in \text{SH}^{\rho (r)}(\mathbb{R}^m) \).

We know that an indicator function in \( \mathbb{R}^2 \) must be locally bounded. But it is easy to find a limit set in which there exists a subharmonic function with non-empty polar set. Moreover, the following example gives a limit set with functions which are finite everywhere, but not locally bounded. Let \( \rho (r) \equiv 1/2 \) and \( M = \{g_0(rx)/r^{1/2}; r > 0\} \cup \{0\} \), where

\[
g_0(x) = \sum_{k=1}^{\infty} \frac{\log (\sqrt{x_1^2 + k^{-1/4}} + x_2^{1/2} + \ldots + x_{2n}^{1/2} + e^{-k}) - \log (k^{-1/4} + e^{-k})}{k^2}.
\]

Choose a constant \( C \) such that \( g_0(x) \leq C |x|^4 \) for all \( x \in \mathbb{R}^{2n} \). It is clear that \( M \) is a compact set of plurisubharmonic functions \( g \) in \( \mathbb{R}^{2n} \), such that \( g(0) = 0 \), \( g(x) \leq C |x|^4 \) and \( g(r_1x)/r_1^{1/4} \in M \) for all \( r_1 > 0 \). By Theorem 1.2.1 in [17] we know that \( M \) is a subset of some limit set. Hence this limit set contains functions which are finite everywhere, but not locally bounded. Now our results are

**Theorem 3.2.** Let \( u \in \text{SH}^{\rho (r)}(\mathbb{R}^m) \). Then we have

1. \( L(u) \) consists of functions with finite values at the point \( x_0 \in \mathbb{R}^m \) if and only if the inequality
\[
\int_0^1 \frac{\mu(B(x, \delta))}{\delta^{m-1}} \, d\delta < \infty
\]

holds for any \( \mu \in L(\Delta u) \).

(2) \( L(u) \) consists of locally bounded functions if and only if the function

\[
F_\mu(x) = \int_0^1 \frac{\mu(B(x, \delta))}{\delta^{m-1}} \, d\delta
\]

is locally bounded for each \( \mu \in L(\Delta u) \).

(3) \( L(u) \) consists of continuous functions in the domain \( D \subset \subset \mathbb{R}^m \) if and only if

\[
\lim_{\delta_1 \to 0} \sup_{x \in D} \int_0^{\delta_1} \frac{\mu(B(x, \delta))}{\delta^{m-1}} \, d\delta = 0
\]

for all \( \mu \in L(\Delta u) \).

(4) \( L(u) \) consists of harmonic functions if and only if \( L(\Delta u) \) is a singleton with the measure identically zero as element.

The proof of Theorem 3.2 is essentially the same as the proofs given before and is therefore omitted.
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