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MEAN VALUE PROPERTIES OF
THE HURWITZ ZETA-FUNCTION

JOHAN ANDERSSON

Introduction.

The Lindelof hypothesis for the Hurwitz zeta-function states that
(& + it,x) = O(t) for each fixed x and ¢ > 0. When x = 1 we have the usual
hypothesis. The hypothesis is far from being proved but in 1952 Koksma and
Lekkerkerker proved the estimate

1
J |L*G + it, x)|* dx = O(log 1),
0

where {*(s,x) = {(s,x + 1) and since then the result has been sharpened. The
result is very similar to Lindel6f’s hypothesis, but it states that the mean square is
small, not the function for fixed x. In this paper I will continue in Lekkerkerker’s
tradition and calculate some integrals of which

1
J IC*G + it, x)| 2 dx = logt +y — log2m + Ot %9,  &>0
0

is an improvement on former estimates. Especially I will obtain a better er-
ror-term depending on the Lindelof hypothesis. Thus the hypothesis implies
a better mean square formula.

Integrals involving the Hurwitz zeta-function.

From Hurwitz formula for the Hurwitz zeta-function

2r(l —s){ . ms & sin2mkx ms & cos 2mkx
1 Us,x)= T (sm P +cos— k;_k‘f—‘s ,

As) < 0 & xe[0,1]
we see directly with Parsevals identity (see Miklos Mikolas [2]-[4]):
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@ f " e 0, e =

22nyF*ir(l — 2)r(1 — wjcos <12t-(z — w)) {2—z—w),

max(%(z), Aw), Z(z + w)) < 1

The formula holds initially for max (%#(z), Z(w)) < 0, but I will show later that it
holds for the extended region. We have that {(s, x) = {*(s, x) + x %, and {*(s, x) is
continuous w.r.t. x for xe[0, 1] and thus

1 1
G) L {X(z, ) *(w, x) dx = L €z x) — x 75w, x) — x"*)dx =
J 1 €z, )W, x) + x7E — L(z,)x ™ — {(w, x)x ") dx =
0
Jl €z, x)0w, x) — x 7T — xT¥(Hz,x) — x T *(w, X)) dx =
0

fl (2, x)E(w, x) — x =) dx — jl (€*(z,x)x ™™ + {*¥(w, x)x %) dx
0 0
max(#(w), #(z)) < 1

I will now deduce an expression for the last two integrals

1 oc*
j {*(z, x)x " " dx = (partial integration) = <we use a—i(s, x) = —s{*(s + 1,x)>
0

xl-v 2 1 .
% * —-w
[C (z,x) 1 *‘W]o + l—wL {*z + L,x)x' ™dx

_ 1
— C(Z) 1 + z J‘ C*(z + l,x)xl—wdx
1—w 1—w ],
Consider
< (2)
Su(z,w) = ————{l(z + k) — 1),
&w) kgo(l—w)b'-l(( ) )
1
we see that J {(*(z,x)x " "dx = s,(z,w) + R,
0
_ (Z)”+1 ! * n+1-w
where R,=———1| {(Mz+n+ 1L,x)x dx
(1 - w)n+l 0

after n+ 1 partial integrations. We have [}(*(n+ 2)x" "dx = 0()
since (*z+nx)~(x+1)7*" when n-o. We also have
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(1 - W)n (Z)n+l

lim,_, ,, @ A= who = 1, hence R, - 0, and {s,(z, w)} converges, when
n — oo, and

! - - (2
@ Mz, x)x™vdx = ) —————(lz + k) — 1),

0 k=0 (1 — Whyy

z¢Z7 U {0,1} & Aw) < 1
We combine formula (3) and (4) and get

(5) jl {*(z, x)(¥(w, x) dz =
0
2Q2nyF*ir( — zr( — w)cos(%(z - w)> R-—z—-—w+

S i(—(z’—“——(cmk)— D+ —% w4 k) — 1)),

l—z—w S\ (1 =Wy (1 = 24y
z¢Z&wéZ&z+wF1

I will now show (by analytic continuity) that the equality really holds in the
region stated. We know that the integral in (5) is analytic w.r.t. z and w for all
z,w ¢ Z (Since the function under the integral-sign is analytic w.r.t. z and w and
uniformly continuous, w.r.t. x for z, w & 1. I will now show that the righthand
side of the equality (5) is analytic w.r.t. z and w. The first product is clearly
. . 1 . .
analytic since its factors are analytic. The expression S also analytic
when z + w $ 1. We therefore only have to consider the last sum. First we notice
that by symmetry it is enough to prove that

- (2)
1wy -1
;Z‘o T Cz+k—1)
is analytic for w and z. We have
S N = ) o
T, PR = e

(2)m & (z+ M),
(1 —Wp+1 402 —w+ M),

Ck+M+2)-1)

Clearly the first term in this expression is analytic since it is a finite sum of analytic
functions (when z, w ¢ Z). We see that it is enough to prove that the last sum is
analytic, since it is multiplied by an analytic function. Let we {w: |[w — wo| < 1}
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and ze{z:|z — z,| < 1}. Choose M > |min(R(1 — w,), R(2,))| + 3. We see that

o (z4+ M), o (z+M|+1)
LGy M) —DI< Y o

k(C(2+k)—1)

which converges. By Weierstrass M-test the sum converges uniformly with z and
win the given neighbourhoods and is thus analytic. We already have the equality
(5) for max (%(z), #(w)) < 0 and by uniqueness of analytic continuation we get (5)
in the region stated.

From (5) we see whenz = ¢ + itand w = o — it

6) Jl |t*(o + it, x)|? dx = 2(2m)** "2 |I(1 — ¢ — it)|* cosh(nt){(2 — 20) +
0

1
20 — 1

_2g(§ w(é’(a+it+k)— 1)), —1(0eZ&t=0)

k=0 (1 — 0 +ithy

From (6) we see (with Stirling’s formula)

+QrP Q2 — 20012 —

) IIIC*(o+it,x)I2dx= !
° 2

o— 1
2 . 1
TJ(C(G-i-lt))-" 0(?), >0
From (3), (4) and (5) we also see that

1
@ L (z x)(w,x) — x™*"")dx =

1
—z—w

22n)=* "~ Ir(1 — z)I(1 — w)cos <—12£(z - w)) R—z—w— 1

max(R(), Bw) <1 &z +w + 1

From (8) we see that the convergence region in (2) holds. If weputw:=1—5s—¢
and z:= s — & we get :

jl & — &x)¢(1 —s — &,x) — x** 1) dx = (according to (3)) =
0

1
2Q2n) 2" Ir(1 — s + e)l'(s + €)cos (%(1 — 25)) {1+ 2¢) — % =
(Laurent series development) =

;1;((1 — 2log(2m)e + O (1 —s) + I'(1 — s)e + O(e?)
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(I'(s) + I'(s)e + O(&*)sin(ms) <2L8 +7+ 0(5)) - 2% =

1
(—2—;F(s)1‘(1 — §)sin(ns) — %)—i— +

%(”s)((y ~log 2mI(1 — 9I'(s) +
(1 = s)r's) + 'l — s)I(s))) + O(e) =
(according to the reflexion formula for the Gamma-function) =

r ra -
y~log2n+%(r((:)) + r((l_:))>+0(s)=

y —log2n + H(¥(s) + Y(1 — s)) + O(e)

We let ¢ tend to zero and get
1

(&) f Esx)(1 = 5,%) — x"dx =y — log 27 + 3(¥(s) + Y(1 — 9)),
V]

R(s)e(0,1)

We now consider a special case. First when w + z = 1. From formula (9), (3) and
(4) we get

(10) fl (s x)0*(1 = 5,x)dx =y — log 2m + HP(1 — 5) + ¥(s)) —
0

© (ls+k—1 Ul—s+k—1
,Eo( s+k T 1-s+k > s¢2

First we only have the formula for %(s) € (0, 1), but by the same argument as in (5)
we know that the formula holds in the region stated. (In fact the integral and the
sum is just a special case of the sum and integral discussed in the proof of (5). We
also need that ¥(s) is an analytic function and then by analytic continuity the
equality is valid). When s = § + it we get

(11) f l |C¥G + it, x)|?dx =
0

il C(%+it+k)-l)

1 PN
y-—log21t+9?('!’(7+tt) 2k=0 Th i+ k
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Directly from (11) we see (since P(s) = log(s) + O(H—
(see [71)

)and (d + it) = 0+

1
12 j |C*G + it,x)|* dx = logt + y — log 27 — %J(C(% + it)> + 0(%) =
o

logt +y—log2n + Ot ¥*y), >0

We see that the truth of the Lindel6f hypothesis would imply the error-term
O(t* ). The estimate (12) is however far better than the previously best estimate:

1
f IC*G + it,x)|? dx = logt 4+ 0(1)
0

See [6] V.V. Rane, and also [1], and [5] for former estimates.
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