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Summary.
We give an integral representation for the Hellinger distance between two probability measures on a stochastic basis. This representation uses the Hellinger process, which depends on the measures involved and of the filtration of the basis. We give bounds for the Hellinger distance in terms of the Hellinger process. These results can be applied to the strong convergence of stochastic processes.

1. Introduction.
Suppose that there is a stochastic basis \((\Omega, \mathcal{F}, F)\), i.e. a measurable space \((\Omega, \mathcal{F})\) with a filtration \(F = (\mathcal{F}_t)_{t \geq 0}\), an increasing right-continuous family of sub-\(\sigma\)-fields of \(\mathcal{F}\), and \(\mathcal{F} = \bigvee_{t \geq 0} \mathcal{F}_t\).

Given two probability measures \(P\) and \(\bar{P}\) on \((\Omega, \mathcal{F})\) we denote by \(P_t\) and \(\bar{P}_t\) their restrictions on \(\mathcal{F}_t\), \(P_t = P|\mathcal{F}_t\) and \(\bar{P}_t = \bar{P}|\mathcal{F}_t\). Define a probability measure \(Q\) by \(Q = (P + \bar{P})/2\) and denote by \(Q_t\) the restriction of \(Q\) on \(\mathcal{F}_t\). We suppose that \(\mathcal{F}_0\) contains all the sets of \(\mathcal{F}\) with \(Q\)-measure zero.

Let \(D\) be the space of the right-continuous functions with left-hand limits. Denote by \(\zeta = (\zeta_t, \mathcal{F}_t)_{t \geq 0}\) and by \(\bar{\zeta} = (\bar{\zeta}_t, \mathcal{F}_t)_{t \geq 0}\) the Randon–Nikodym derivatives of the measures \(P_t\) and \(\bar{P}_t\) with respect to \(Q_t\). We can take versions of \(\zeta\) and \(\bar{\zeta}\), which have paths in \(D\), and for an arbitrary stopping time \(T\)

\[
\zeta_T = \frac{dP_T}{dQ_T} \quad \text{and} \quad \bar{\zeta}_T = \frac{d\bar{P}_T}{dQ_T},
\]

for this we refer to [4, § 3, Lemma 2, p. 649].

Definition 1. Let \(T\) be a stopping time. The Hellinger distance \(\rho(P_T, \bar{P}_T)\) between the measures \(P_T\) and \(\bar{P}_T\) is defined by the formula

\[
\rho^2(P_T, \bar{P}_T) = E_Q(\sqrt{\zeta_T} - \sqrt{\bar{\zeta}_T})^2
\]
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where $E_Q$ is expectation with respect to $Q$.

In particular when $T = \infty$ we have

$$\rho^2(P, \bar{P}) = E_Q(\sqrt{\zeta_\infty} - \sqrt{\bar{\zeta}_\infty})^2$$

where $\zeta_\infty = \lim_{t \to \infty} \zeta_t$, $\bar{\zeta}_\infty = \lim_{t \to \infty} \bar{\zeta}_t$.

To formulate the main results we introduce the notion of Hellinger process associated with $P$, $\bar{P}$, and $F$.

Let $Y$ be a process with paths in $D$. Then we denote by $Y^c$ and $Y^d$ the continuous and discontinuous part of the process $Y$, i.e.

$$Y_t = Y^c_t + Y^d_t, \quad Y^d_t = \sum_{0 < s \leq t} \Delta Y_s \quad \text{and} \quad \Delta Y_s = Y_s - Y_{s-}.$$

We denote by $\mu_Y$ the jump measure of $Y$ and by $v_{Y,Q}$ the compensator (dual predictable projection) of $\mu_Y$ with respect to $(F, Q)$.

Let $M$ be a square integrable local martingale. Denote by $\langle M^c \rangle$ the quadratic characteristic of $M^c$, i.e. the increasing predictable process such that $(M^c)^2 - \langle M^c \rangle$ is local martingale (for details see [1] or [12]).

For $t > 0$ and $x \in \mathbb{R}$ let

(2) $\lambda_t(x) = (1 + x(\zeta_{t-}^\oplus))^\vee 0$, $\bar{\lambda}_t(x) = (1 - x(\bar{\zeta}_{t-}^\oplus))^\vee 0$,

(3) $\beta_t = ((\zeta_{t-}^\oplus) + (\bar{\zeta}_{t-}^\oplus))^2$

where for $-\infty \leq a \leq \infty$

$$a^\oplus = \begin{cases} 0 & \text{if } a = 0, \\ a^{-1} & \text{if } a = 0, |a| \neq \infty, \\ 0 & \text{if } |a| = \infty. \end{cases}$$

**Definition 2.** (Compare with [9, § 1, Definition 2, p. 388] and also [2]). Predictable process $H = (H_t, \mathcal{F}_t)_{t \geq 0}$, where

(4) $H_t = \frac{1}{4} \int_{[0,t]} \beta_s d\langle \zeta^c \rangle_s + \int_{[0,t]} \left[ \int_{[0,\infty]} (\sqrt{\lambda_s(x)} - \sqrt{\bar{\lambda}_s(x)})^2 v_{\zeta,Q}(ds, dx) \right.$

is the Hellinger process.

Hellinger process characterizes the strong convergence between two sequences of probability measures. For this we refer to [9].

We give the connection between Hellinger distance and Hellinger process in the first theorem. When the Hellinger process is deterministic
then we can give an explicit expression for the Hellinger distance in terms of the Hellinger process. In Theorems 2 and 3 we give upper and lower bounds for the Hellinger distance in terms of the Hellinger process.

**Theorem 1.** Let $T$ be a stopping time and let $\rho(P_T, \bar{P}_T)$ be the Hellinger distance between two probability measures $P_T$ and $\bar{P}_T$. Then we have the following integral representation

\begin{equation}
\rho^2(P_T, \bar{P}_T) = \rho^2(P_0, \bar{P}_0) + E_Q \int_0^T \sqrt{\zeta_s - \bar{\zeta}_s} \, dH_s.
\end{equation}

In particular when $T = \infty$ we get

\begin{equation}
\rho^2(P, \bar{P}) = \rho^2(P_0, \bar{P}_0) + E_Q \int_0^\infty \sqrt{\zeta_s - \bar{\zeta}_s} \, dH_s.
\end{equation}

Denote by $E$ (respectively $\bar{E}$) the expectation with respect to $P$ (respectively $\bar{P}$).

**Corollary 1.** The integral representation (5) can be written in terms of $P$ or $\bar{P}$:

\begin{equation}
\rho^2(P_T, \bar{P}_T) = 2E(1 - \sqrt{z_0}) + E \int_0^T \sqrt{z_s} \, dH_s
\end{equation}

or

\begin{equation}
\rho^2(P_T, \bar{P}_T) = 2\bar{E}(1 - \sqrt{\bar{z}_0}) + \bar{E} \int_0^T \sqrt{\bar{z}_s} \, dH_s
\end{equation}

where $z_s = \zeta_s / \bar{\zeta}_s$ and $\bar{z}_s = \zeta_s / \zeta_s$ (assume that $0/0 = 0$).

Let $A$ and $B$ be functions with bounded variation and paths in $D$. Denote by $\sigma^B(A)$ the unique solution of the equation

\[ dZ_t = Z_t - dA_t + dB_t. \]

[1, Theorem 6.8, p. 192].

**Corollary 2.** Suppose that $\mathcal{F}_0 = \{ \emptyset, \Omega \}$ and that the Hellinger process $H$ is deterministic. Then for fixed $t \geq 0$ we have

\begin{equation}
\rho^2(P_t, \bar{P}_t) = \sigma^H_t \left( -\frac{1}{2} H \right).
\end{equation}
REMARK 1. Define the processes \( B = (B_t, \mathcal{F}_t)_{t \geq 0} \) and \( \bar{B} = (\bar{B}_t, \mathcal{F}_t)_{t \geq 0} \),

\[
B_t = \frac{1}{4} \int_{[0,t]} \beta_s d\langle \xi^c \rangle_s + \int_{[0,t]} \int_{[0,\infty]} (1 - \sqrt{Y(x,s)})^2 v_{z,p}(ds, dx)
\]

and

\[
\bar{B}_t = \frac{1}{4} \int_{[0,t]} \beta_s d\langle \xi^c \rangle_s + \int_{[0,t]} \int_{[0,\infty]} (1 - \sqrt{\bar{Y}(x,s)})^2 v_{\bar{z},p}(ds, dx),
\]

where \( Y(x,s) = (1 + x(z_{s-})^{\ominus}) \vee 0, \quad \bar{Y}(x,s) = (1 + x(\bar{z}_{s-})^{\ominus}) \vee 0. \)

In general the Hellinger process \( H \) is not \( P \)-equivalent to \( B \) as stated in [9] (see [9, §1, Remark 2, p. 389]). But when \( \bar{P} \ll P \) (respectively \( P \ll \bar{P} \)) the Hellinger process \( H \) and the process \( B \) (respectively \( \bar{B} \)) are \( P \)-equivalent) and we may replace \( H \) in (6) (respectively (7)) by \( B \) (respectively \( \bar{B} \)).

Using Theorem 1 and Corollary 1 we obtain upper and lower bounds for \( \rho^2(P_T, \bar{P}_T) \) with respect to the measures \( Q \) and \( P \).

THEOREM 2. For every stopping time \( T \) and every \( \varepsilon > 0 \) we have

\[
(9) \quad \rho^2(P_T, \bar{P}_T) \leq \rho^2(P_0, \bar{P}_0) + \varepsilon + 2Q(H_T \geq \varepsilon),
\]

\[
(10) \quad Q(H_T \geq \varepsilon) \leq \varepsilon^2 + (1 + 2/\varepsilon^2)\rho(P_T, \bar{P}_T).
\]

THEOREM 3. For every stopping time \( T \) and every \( \varepsilon > 0 \) we get

\[
(11) \quad \rho^2(P_T, \bar{P}_T) \leq 4\varepsilon + 2P(|1 - \sqrt{z_0}| \geq \varepsilon) + 2P^{1/2}(H_T \geq \varepsilon),
\]

\[
(12) \quad P(|1 - \sqrt{z_0}| \geq \varepsilon) + P(H_T \geq \varepsilon) \leq \varepsilon^2 + (1 + 2/\varepsilon^2)\rho(P_T, \bar{P}_T).
\]

REMARK 2. Because of the symmetry of the Hellinger distance and the Hellinger process we can write formulas (11) and (12) with \( \bar{P} \) and \( \bar{z}_0 \) instead of \( P \) and \( z_0 \).

REMARK 3. The inequalities in Theorems 2 and 3 are useful in the case when \( \rho^2(P_T, \bar{P}_T) \) is near to zero.

REMARK 4. In the discrete time when \( \mathcal{F}_0 = \{ \emptyset, \Omega \} \) and \( \bar{P} \ll P \) the upper bound for the Hellinger distance may be improved by

\[
\rho^2(P_T, \bar{P}_T) \leq 2\varepsilon + 2P(H_T \geq \varepsilon);
\]

we refer to [13] for details.
Remark 5. F. Liese [7] has obtained a similar bound to (12) between the variation distance of $P$ and $\bar{P}$ corresponding point processes, and Ju. Kabanov [3] obtained this bound in the general case.

From Theorem 3 we obtain necessary and sufficient conditions for convergence of probability measures in variation.

Let the measurable space, filtration and the measures depend on the parameter $n \geq 1$, that is, $(\Omega, \mathcal{F}, F) = (\Omega^n, \mathcal{F}^n, F^n)$, $P = P^n$, $\bar{P} = \bar{P}^n$. Denote by $\| P^n - \bar{P}^n \|$ the variation distance between the measures $P^n$ and $\bar{P}^n$, i.e.

$$\| P^n - \bar{P}^n \| = \sup_{A \in \mathcal{F}^n} | P^n(A) - \bar{P}^n(A) |.$$

According to Kraft's inequality [9]

(13) $$\rho^2 (P^n, \bar{P}^n) \leq 2 \| P^n - \bar{P}^n \| \leq 2 \rho (P^n, \bar{P}^n).$$

From Theorem 3 and (13) we have the following result of R. Liptser and A. Shiryaev [9] and Ju. Kabanov [3].

Corollary 3. Condition

$$\lim_{n \to \infty} P^n((\sqrt{z_0^n} - 1)^2 + H_\infty^n \geq \varepsilon) = 0, \forall \varepsilon > 0,$$

is necessary and sufficient for $\| P^n - \bar{P}^n \| \to 0$ as $n \to \infty$.

Remark 6. Corollary 3 was proved in discrete time in [14, Theorem 2].

After finishing the first draft of this work we learned that similar work has been made by Kabanov, Liptser, and Shiryaev [5] and also by Memin and Shiryaev [10]. The interested reader should also see the paper by Jacod [2].

2. Integral representation for the Hellinger distance.

In this paragraph we prove Theorem 1, Corollary 1, and Corollary 2.

Proof of Theorem 1. We consider the process $U = (U_t, \mathcal{F}_t)_{t \geq 0}$ where

(14) $$U_t = (\sqrt{\zeta_t} - \sqrt{\bar{\zeta}_t})^2.$$

We define stopping times $\tau, \tau_0, \sigma$ and $\tau_k, \bar{\tau}_k, \sigma_k$ for $k \geq 1$ by the formulas

(15) $$\tau = \inf \{ t \geq 0 : \zeta_t = 0 \}, \quad \bar{\tau} = \inf \{ t \geq 0 : \bar{\zeta}_t = 0 \},$$

$$\tau_k = \inf \{ t \geq 0 : \zeta_t \leq 2/(k + 1) \}, \quad \bar{\tau}_k = \inf \{ t \geq 0 : \bar{\zeta}_t \leq 2/(k + 1) \},$$

$$\sigma = \tau \wedge \bar{\tau}, \quad \sigma_k = \tau_k \wedge \bar{\tau}_k,$$

where $\inf \{ \emptyset \} = \infty$. 
First of all we show that for every stopping time \( T \)

\[
\rho^2(\sigma, \hat{\sigma}) = E_Q U_{T \wedge \sigma} = \lim_{t \to \infty} \lim_{k \to \infty} E_Q U_{T \wedge \sigma_k \wedge t}.
\]

Because for every \( t \geq 0 \)

\[
\zeta_t + \bar{\zeta}_t = 2,
\]

we get from (14) that

\[
U_t = 2 - 2\sqrt{\zeta_t \bar{\zeta}_t}.
\]

Since the point \( \{0\} \) is an absorbing state for regular martingales \( \zeta \) and \( \bar{\zeta} \), the point \( \{2\} \) is an absorbing state for the process \( U \) and by (15) and (18) we have

\[
\sigma = \inf \{ t \geq 0 : U_t = 2 \}.
\]

Hence, from (14) and Definition 1 we have

\[
\rho^2(\sigma, \bar{\sigma}) = E_Q U_{T \wedge \sigma}(\sigma \geq T) + E_Q U_{T \wedge \sigma}(\sigma < T)
\]

\[
= E_Q U_{T \wedge \sigma \wedge t}(\sigma \geq T) + E_Q U_{T \wedge \sigma}(\sigma < T) = E_Q U_{T \wedge \sigma}
\]

where \( I(\cdot) \) is the indicator function.

Because \( \sigma_k \leq \sigma \), \( \lim_{k \to \infty} \sigma_k = \sigma \) and since regular martingales \( \zeta \) and \( \bar{\zeta} \) have left-hand limits, we obtain from (15)

\[
\lim_{t \to \infty} \lim_{k \to \infty} \zeta_{T \wedge \sigma_k \wedge t} = \zeta_{T \wedge \sigma}, \quad \lim_{t \to \infty} \lim_{k \to \infty} \zeta_{T \wedge \sigma_k \wedge t} = \bar{\zeta}_{T \wedge \sigma}.
\]

According to (18), \( U_t \leq 2 \) for every \( t \geq 0 \). Therefore, from (14) and (20) by the Lebesgue theorem we get

\[
\lim_{t \to \infty} \lim_{k \to \infty} E_Q U_{T \wedge \sigma_k \wedge t} = E_Q U_{T \wedge \sigma}.
\]

But (19) and (21) give (16).

Since \( \zeta \) and \( \bar{\zeta} \) are regular martingales with respect to \( Q \), by the Itô formula we have for \( S_k = T \wedge \sigma_k \wedge t \)
\[ U_{S_k} = U_0 - \int_0^{S_k} \sqrt{\frac{\zeta_s}{\xi_s}} d\zeta_s - \int_0^{S_k} \sqrt{\frac{\bar{\zeta}_s}{\bar{\xi}_s}} d\bar{\zeta}_s + \]
\[ + \frac{1}{4} \left\{ \int_0^{S_k} \sqrt{\frac{\zeta_s}{(\xi_s)^3}} d\zeta_s \right\} + \]
\[ + \int_0^{S_k} \sqrt{\frac{\xi_s}{(\zeta_s)^3}} d\xi_s + \int_0^{S_k} \sqrt{\frac{\xi_s}{(\zeta_s)^3}} d\zeta_s - 2 \int_0^{S_k} d\langle \zeta, \xi \rangle_s \}
\]
\[ + \sum_{0 < s \leq S_k} \Delta U_s + \sum_{0 < s \leq S_k} \left\{ \sqrt{\frac{\zeta_s - \bar{\zeta}_s}{\xi_s}} \Delta \zeta_s + \sqrt{\frac{\bar{\zeta}_s - \zeta_s}{\xi_s}} \Delta \bar{\zeta}_s \right\} \]

where \( \langle \zeta, \zeta \rangle_s \) is the mutual quadratic characteristic of \( \zeta \) and \( \zeta \).

In below we write the process \( U \) as \( U = U^c + U^d \), where \( U^c \) involves the continuous martingales \( \zeta \), \( \bar{\zeta} \) and their mutual quadratic characteristic, while \( U^d \) involves the jumps of \( U \) and discontinuous martingale part of \( U \).

From Lemma 2.3. in [9] we have for every \( s \geq 0 \)
\[ \langle \zeta^c, \zeta^c \rangle_s = \langle \bar{\zeta}^c, \bar{\zeta}^c \rangle_s = - \langle \zeta, \zeta \rangle_s. \]

From (22), (23) and (3) we get
\[ U_{S_k}^c = U_0 - \int_0^{S_k} \sqrt{\frac{\zeta_s}{\xi_s}} d\zeta_c - \int_0^{S_k} \sqrt{\frac{\bar{\zeta}_s}{\bar{\xi}_s}} d\bar{\zeta}_c + \frac{1}{4} \int_0^{S_k} \sqrt{\xi_s - \zeta_s} \beta_s d\zeta_c \].

Because of (17) we have for every \( s \geq 0 \)
\[ \zeta^d_s + \bar{\zeta}^d_s = 2 - \zeta^c_s - \bar{\zeta}^c_s, \]
and hence,
\[ \zeta^d_s + \bar{\zeta}^d_s = \sum_{0 < t \leq s} (\Delta \zeta_t + \Delta \bar{\zeta}_t) = 0, \]
\[ \Delta \zeta_s = - \Delta \bar{\zeta}_s. \]

According to (2), (18), and (25) we get for \( s \leq S_k \)
\[ \Delta U_s = 2(\sqrt{\zeta_s - \bar{\zeta}_s} - \sqrt{\frac{\bar{\zeta}_s}{\zeta_s}}) \]
\[ = 2\sqrt{\zeta_s - \bar{\zeta}_s} \left( 1 - \sqrt{\lambda_s} \Delta \zeta_s (\Delta \bar{\zeta}_s) \right) \]
\[ = \sqrt{\zeta_s - \bar{\zeta}_s} \left( \sqrt{\lambda_s (\Delta \zeta)} - \sqrt{\lambda_s (\Delta \bar{\zeta})} \right)^2 - \sqrt{\frac{\zeta_s}{\bar{\zeta}_s}} \Delta \zeta_s - \sqrt{\frac{\bar{\zeta}_s}{\zeta_s}} \Delta \bar{\zeta}_s. \]
From (22) and (26) we obtain

\[
U_{S_k}^d = - \int_0^{S_k} (\sqrt{\zeta_s - \frac{\zeta}{s}} \, d\zeta_s^d + \sqrt{\zeta_s - \frac{\zeta}{s}} \, d\zeta_s^d) + \\
+ \int_{[0,S_k]} \int_{[0,\infty]} \sqrt{\zeta_s - \zeta_s^-} (\sqrt{\zeta_s(x)} - \sqrt{\zeta_s(x)})^2 \mu_x(ds, dx).
\]

(27)

Since the martingale parts on the right-hand side of (24) and (27) have zero expectation and from the properties of compensators [12, §4, p. 211] we get

\[
E_Q U_{S_k} = E_Q U + E_Q \int_0^{S_k} \sqrt{\zeta_s - \zeta_s^-} \, dH_s
\]

(28)

where \(H = (H_s, \mathcal{F}_s)_{s \geq 0}\) is the Hellinger process.

Because \(S_k = T \wedge \sigma_k \wedge t\), from (16), (28) after \(\lim_{r \to \infty} \lim_{k \to \infty}\) we have

\[
\rho^2(P_T, \tilde{P}_T) = E_Q U + E_Q \int_0^{T \wedge \sigma} \sqrt{\zeta_s - \zeta_s^-} \, dH_s.
\]

(29)

But the point \([0]\) is an absorbing state for regular martingales \(\zeta\) and \(\tilde{\zeta}\), so that we may replace \(\sigma\) by \(\infty\) in (29). Moreover, according to (16), \(E_Q U_0 = \rho^2(P_0, \tilde{P}_0)\). Hence, from (29) it follows (5). Theorem 1 is proved.

**Proof of Corollary 1.** To prove (6) we show that for \(k > 1\) and \(S_k = T \wedge \sigma_k \wedge t\) we have

\[
E_Q \int_0^{S_k} \sqrt{\zeta_s - \zeta_s^-} \, dH_s = E \int_0^{S_k} \sqrt{z_s} \, dH_s,
\]

(30)

\[
E_Q U_0 = 2E(1 - \sqrt{z_0})
\]

(31)

where \(E\) is expectation with respect to \(P\).

Because \(\zeta\) is a regular martingale with respect to \(Q\) we have for each stopping time \(T\)

\[
E_Q \sqrt{\zeta_T \tilde{\zeta}_T} = E_Q \sqrt{\zeta_T \tilde{\zeta}_T} I(\zeta_T > 0)
\]

\[
= E_Q \zeta_T \sqrt{z_T} I(\zeta_T > 0) = E_0 \zeta_\infty \sqrt{z_\infty} I(\zeta_T > 0)
\]

Hence, according to Theorem 15 in [11, Chapter VII, §2, p. 144] we get

\[
E_Q \int_0^{S_k} \sqrt{\zeta_s - \zeta_s^-} \, dH_s = E_Q \zeta_\infty \int_0^{S_k} \sqrt{z_s} \, dH_s
\]

(32)
Because $P \ll Q$, for each non-negative $\mathcal{F}$-measurable random variable $\eta$ we have

$$E_Q \zeta_\infty \eta = E \eta. \tag{33}$$

Therefore, from (32) and (33) we obtain (30).

From (18)

$$E_Q U_0 = 2 - 2E_Q \sqrt{\zeta_0 \bar{\zeta}_0}. \tag{34}$$

According to (33)

$$E_Q \sqrt{\zeta_0 \bar{\zeta}_0} = E_Q \sqrt{\zeta_0 \bar{\zeta}_0} \mathcal{I}(\zeta_0 > 0) = E_Q \zeta_0 \sqrt{z_0} \mathcal{I}(\zeta_0 > 0)$$

$$= E_Q \zeta_\infty \sqrt{z_0} \mathcal{I}(\zeta_0 > 0) = E \sqrt{z_0} \mathcal{I}(\zeta_0 > 0) = E \sqrt{z_0}$$

since $P(\zeta_0 > 0) = 1$.

From (16), (28), (30), and (31) after $\lim_{t \to \infty} \lim_{k \to \infty}$ we get

$$E_Q^2 = 2E(1 - \sqrt{z_0}) + E \int_0^{T^0} \sqrt{z_s} \ dH_s. \tag{35}$$

Because the point $\{0\}$ is an absorbing state for the process $z = (z_s, \mathcal{F}_s)_{s \geq 0}$ and $z_T = 0$, we may substitute $\sigma = \tau \wedge \bar{\tau}$ by $\tau$ in (34).

By definition

$$\tau = \inf \{t \geq 0 : \zeta_t = 0\} = \inf \{t \geq 0 : z_t = \infty\}. \tag{36}$$

According to Lemma 2.2 in [4]

$$P(\sup_{0 \leq s < \infty} z_s = \infty) = 0.$$ 

Hence, $P(\tau < \infty) = 0$ and we may replace in (34) $\sigma$ by $\infty$. The representation (6) is proved.

Because of the symmetry of the Hellinger distance and the Hellinger process from (6) it follows (7). Corollary 1 is proved.

**Proof of Corollary 2.** We fix $t > 0$. Suppose also that $\mathcal{F}_0 = \{\emptyset, \Omega\}$ and $H$ is deterministic.

From (18) we have

$$\sqrt{\zeta_t \bar{\zeta}_t} = 1 - \frac{1}{2} U_t. \tag{37}$$

Denote by $Z_t = \rho^2(P_t, \bar{P}_t)$. Then we have from (5) and (35)

$$Z_t = \int_0^t E_Q \sqrt{z_{s-} \bar{z}_{s-}} \ dH_s = H_t - \frac{1}{2} \int_0^t Z_s \ dH_s, \tag{38}$$

because $H$ is deterministic. But from (36) we get (8). Corollary 2 is proved.
3. Upper and lower bounds for the Hellinger distance.

In this section we prove Theorem 2 and Theorem 3.

Proof of Theorem 2. Let $T$ be a finite stopping time. To prove (9) we show that for every finite stopping time $S$

$$
\rho^2(P_T, \bar{P}_T) \leq \rho^2(P_T \wedge S, \bar{P}_T \wedge S) + 2Q(S \leq T).
$$

Really, since $U_T \leq 2$ for every stopping time $T$, from (14) and Definition 1 we have

$$
\rho^2(P_T, \bar{P}_T) = E_Q U_T = E_Q U_T I(T < S) + E_Q U_T I(S \leq T) \\
\leq E_Q U_T \wedge S + E_Q U_T I(S \leq T) < \rho^2(P_T \wedge S, \bar{P}_T \wedge S) + 2Q(S \leq T).
$$

Let stopping time $\tau_\epsilon$ be defined by the formula

$$
\tau_\epsilon = \inf \{0 \leq t \leq T : H_t \geq \epsilon\}
$$

where $\inf \{\emptyset\} = \infty$.

Because the Hellinger process $H = (H_t, \mathcal{F}_t)_{t \geq 0}$ is predictable, then the stopping time $\tau_\epsilon$ is predictable, too. According to [1, Proposition 1.9, p. 9] there is a sequence of stopping times $(\tau^k_\epsilon)_{k \geq 1}$ such that for every $k \geq 1, \tau^k_\epsilon \leq \tau^{k+1}_\epsilon, \tau^k_\epsilon < \tau_\epsilon$ and

$$
\lim_{k \to \infty} \tau^k_\epsilon = \tau_\epsilon \quad (Q - \text{a.s.}).
$$

Using (37) with $S = \tau^k_\epsilon$ we have

$$
\rho^2(P_T, \bar{P}_T) \leq \rho^2(P_T \wedge \tau^k_\epsilon, \bar{P}_T \wedge \tau^k_\epsilon) + 2Q(\tau^k_\epsilon \leq T).
$$

Since by (17), $\zeta_s - \bar{\zeta}_s \leq 1$ for every $s > 0$ and $H_T \wedge \tau^k_\epsilon \leq \epsilon$, from Theorem 1 we get

$$
\rho^2(P_T \wedge \tau^k_\epsilon, \bar{P}_T \wedge \tau^k_\epsilon) = \rho^2(P_0, \bar{P}_0) + E_Q \int_0^{T \wedge \tau^k_\epsilon} \sqrt{\zeta_s - \bar{\zeta}_s} \, dH_s \\
\leq \rho^2(P_0, \bar{P}_0) + \epsilon.
$$

Because the Hellinger process $H$ is non-decreasing, from the equality

$$
\bigcap_k \{\tau^k_\epsilon \leq T\} = \{\tau_\epsilon \leq T\}
$$

we have

$$
\lim_{k \to \infty} Q(\tau^k_\epsilon \leq T) = Q(\tau_\epsilon \leq T) = Q\left(\sup_{0 \leq s \leq T} H_s \geq \epsilon\right)
$$

$$
= Q(H_T \geq \epsilon)
$$
Hence, from (39), (40), and (42) after \( \lim_{k \to \infty} \) we get (9) for every finite stopping time \( T \).

To prove (9) for an arbitrary stopping time \( T \) we consider a finite stopping time \( T \wedge t \). From above we have

\[
\rho^2(P_{T \wedge t}, \tilde{P}_{T \wedge t}) \leq \rho^2(P_0, \tilde{P}_0) + \varepsilon + 2Q(H_{T \wedge t} \geq \varepsilon) \\
\leq \rho^2(P_0, \tilde{P}_0) + \varepsilon + 2Q(H_T \geq \varepsilon)
\]

because the Hellinger process is non-decreasing. From this after \( \lim_{t \to \infty} \) we get (9).

Here we will not prove (10), since this inequality directly follows from (12) and from the analog of (12) with \( P \) and \( z_0 \) substituted by \( \tilde{P} \) and \( \tilde{z}_0 \).

**Proof of Theorem 3.** We prove inequality (11). Let \( T \) be a finite stopping time. First of all we show that for every finite stopping time \( S \)

\[
(43) \quad \rho^2(P_T, \tilde{P}_T) \leq \rho^2(P_{T \wedge S}, \tilde{P}_{T \wedge S}) + 2P^{1/2}(S \leq T).
\]

Really, by (14) and Definition 1

\[
(44) \quad \rho^2(P_T, \tilde{P}_T) = \rho^2(P_{T \wedge S}, \tilde{P}_{T \wedge S}) + E_Q(U_T - U_{T \wedge S}).
\]

According to (18) we have

\[
(45) \quad E_Q(U_T - U_{T \wedge S}) = 2E_Q(\sqrt{\zeta_{T \wedge S}} \tilde{\zeta}_{T \wedge S} - \sqrt{\zeta_T \tilde{\zeta}_T}).
\]

Since \( \zeta \) and \( \tilde{\zeta} \) are regular martingale with respect to \( Q \) and

\[
P(\inf_{0 \leq s < \infty} \zeta_s > 0) = 1,
\]

we get from (33)

\[
(46) \quad E_Q\sqrt{\zeta_T \tilde{\zeta}_T} = E_Q\sqrt{\zeta_T \tilde{\zeta}_T} I(\zeta_T > 0) = E_Q\zeta_T \sqrt{z_T} I(\zeta_T > 0) = E\sqrt{z_T}.
\]

In the same way we have

\[
(47) \quad E_Q\sqrt{\zeta_{T \wedge S} \tilde{\zeta}_{T \wedge S}} = E\sqrt{z_{T \wedge S}}.
\]

By Lemma 2.2 in [9], \( EZ_{T \wedge S} \leq 1 \) and then from (45), (46), and (47) it follows that
\[
E_Q(U_T - U_{T \wedge S}) = 2E(\sqrt{z_{T \wedge S}} - \sqrt{z_T}) \\
\leq 2E(\sqrt{z_{T \wedge S}} - \sqrt{z_T})I(S \leq T) \\
\leq 2E\sqrt{z_{T \wedge S}}I(S < T) \\
\leq 2(Ez_{T \wedge S})^{1/2} P^{1/2}(S < T) \\
\leq 2P^{1/2}(S \leq T).
\]

But (44) and (48) give (43).

Let stopping time \( \tau_\varepsilon \) be defined by (38).

Since \( \tau_\varepsilon \) is predictable stopping time, there is non-decreasing sequence \((\tau^k_\varepsilon)_{k \geq 1}\) of stopping times such that \(\tau^k_\varepsilon < \tau_\varepsilon\) and \(\lim_{k \to \infty} \tau^k_\varepsilon = \tau_\varepsilon\).

Using (43) with \( S = \tau^k_\varepsilon \) we have

\[
(49) \quad \rho^2(P_T, \bar{P}_T) \leq \rho^2(P_{T \wedge \tau^k_\varepsilon}, \bar{P}_{T \wedge \tau^k_\varepsilon}) + 2P^{1/2}(\tau^k_\varepsilon \leq T).
\]

Since \( H_{T \wedge \tau^k_\varepsilon} \leq \varepsilon \), from Corollary 1 we get

\[
(50) \quad \rho^2(P_{T \wedge \tau^k_\varepsilon}, \bar{P}_{T \wedge \tau^k_\varepsilon}) = 2E(1 - \sqrt{z_0}) + E \int_0^{T \wedge \tau^k_\varepsilon} \sqrt{z_s} \, dH_s \\
\leq 2\varepsilon + 2P(1 - \sqrt{z_0} \geq \varepsilon) + \varepsilon E \left( \sup_{0 \leq s < \infty} \sqrt{z_s} H_{T \wedge \tau^k_\varepsilon} \right) \\
\leq 2\varepsilon + 2P(1 - \sqrt{z_0} \geq \varepsilon) + \varepsilon E \left( \sup_{0 \leq s < \infty} \sqrt{z_s} \right).
\]

By Lemma 2.2 in [9] we have for every \( a > 0 \) that

\[
P \left( \sup_{0 \leq s < \infty} z_s \geq a \right) \leq 1/a.
\]

Hence, \( E \sup_{0 \leq s < \infty} \sqrt{z_s} \leq 2 \) and from (50) it follows that

\[
(51) \quad \rho^2(P_{T \wedge \tau^k_\varepsilon}, \bar{P}_{T \wedge \tau^k_\varepsilon}) \leq 4\varepsilon + 2P(1 - \sqrt{z_0} \geq \varepsilon).
\]

From (41) we get

\[
(52) \quad \lim_{k \to \infty} \ P(\tau^k_\varepsilon \leq T) = P(\tau_\varepsilon \leq T) = P \left( \sup_{0 \leq s \leq T} H_s \geq \varepsilon \right) = P(H_T \geq \varepsilon)
\]

since the Hellinger process is non-decreasing.

But from (43), (51), and (52) after \( \lim_{k \to \infty} \) we obtain (12) for a finite stopping time \( T \). To prove (12) for an arbitrary stopping time \( T \) it is enough to consider a finite stopping time \( T \wedge t \) and make \( \lim_{t \to \infty} \).
We prove the inequality (12), i.e. the lower bound for the Hellinger distance. Because \( E z_0 \leq 1 \).

(53) \[ 2E(1 - \sqrt{z_0}) \geq E(1 - \sqrt{z_0})^2. \]

Hence, according to Corollary 1 we have

(54) \[ \rho^2(P_T, \bar{P}_T) \geq E(1 - \sqrt{z_0})^2 + E \left( \inf_{0 \leq s \leq T} \sqrt{z_s} H_T \right). \]

By the Chebyshev inequality we get for every \( \varepsilon > 0 \)

(55) \[ E(1 - \sqrt{z_0})^2 \geq \varepsilon^2 P(1 - \sqrt{z_0} \geq \varepsilon) \]

(56) \[ E \left( \inf_{0 \leq s \leq T} \sqrt{z_s} H_T \right) \geq \varepsilon^2 P \left( \inf_{0 \leq s \leq T} \sqrt{z_s} H_T \geq \varepsilon^2 \right). \]

For arbitrary positive random variables \( X \) and \( Y \) and constants \( a > 0 \) and \( b > 0 \) we have

\[ P(X Y \geq a) \geq P(X \geq a/b) - P(Y \leq b), \]

so we get

(57) \[ P \left( \inf_{0 \leq s \leq T} \sqrt{z_s} H_T \geq \varepsilon^2 \right) \geq P(H_T \geq \varepsilon) - P \left( \inf_{0 \leq s \leq T} \sqrt{z_s} \leq \varepsilon \right). \]

From Lemma 2.2 in [9] it follows that

(58) \[ P \left( \inf_{0 \leq s \leq T} \sqrt{z_s} \leq \varepsilon \right) \leq \| P_T - \bar{P}_T \| + \bar{P} \left( \inf_{0 \leq s \leq T} \sqrt{z_s} \leq \varepsilon \right) \leq \| P_T - \bar{P}_T \| + \varepsilon^2. \]

From Kraft’s inequality, (54), (55), (56), (57), and (58) we get

\[ 2 \| P_T - \bar{P}_T \| \geq \rho^2(P_T, \bar{P}_T) \geq \varepsilon^2 P(1 - \sqrt{z_0} \geq \varepsilon) + \varepsilon^2 P(H_T \geq \varepsilon) - \varepsilon^2 \| P_T - \bar{P}_T \| - \varepsilon^4. \]

Again from Kraft’s inequality we get

\[ P(1 - \sqrt{z_0} \geq \varepsilon) + P(H_T \geq \varepsilon) \leq \varepsilon^2 + (1 + 2/\varepsilon^2) \| \bar{P}_T - P_T \| \leq \varepsilon^2 + (1 + 2/\varepsilon^2) \rho(P_T, \bar{P}_T), \]

i.e. the inequality (12). Theorem 3 is proved.
4. Examples.

We give some examples of the Hellinger process. In these examples the stopping time $\sigma$ defined in (15) plays an essential role.

**Example 1.** Let $\xi = (\xi_k)_{k \geq 1}$ and $\tilde{\xi} = (\tilde{\xi}_k)_{k \geq 1}$ be two sequences of independent random variables and $P, \tilde{P}, P_k, \tilde{P}_k$ be the distributions of $\xi, \tilde{\xi}, \xi_k, \tilde{\xi}_k$. We set

$$\mathcal{F}_k = \sigma\{\xi_1, \xi_2, \ldots, \xi_k, \tilde{\xi}_k\}, \quad \mathcal{F} = \mathcal{F}_\infty.$$  

Then the Hellinger process $H = (H_k, \mathcal{F}_k)_{k \geq 1}$ is defined by

$$H_k = \sum_{i=1}^{k \wedge \sigma} \rho^2(P_i, \tilde{P}_i).$$

(59)

**Example 2.** Let $(\Omega, \mathcal{F})$ be the measurable space of piece-wise constant right-continuous functions $X = (X_t)_{t \geq 0}$ with $X_0 = 0$, $X_t = X_{t-} + \Delta X_t$, $\Delta X_t \in \{0,1\}$. Let $\mathcal{F}$ be Borel $\sigma$-algebra and $\mathcal{F}_t = \sigma\{X_s | s \leq t\}$ for every $t \geq 0$.

Let $X$ be counting process on $(\Omega, \mathcal{F})$ and $P$ and $\tilde{P}$ be probability measures on $(\Omega, \mathcal{F})$. Denote by $A$, $\tilde{A}$ and $G$ the compensators of $X$ with respect to the measures $P$, $\tilde{P}$ and $Q = \frac{1}{2}(P + \tilde{P})$. Note that $G = \frac{1}{2}(A + \tilde{A})$.

According to [8] the Hellinger process $H = (H_t, \mathcal{F}_t)_{t \geq 0}$ is given by

$$H_t = \int_0^{t \wedge \sigma} (\sqrt{\tilde{\rho}_s} - \sqrt{\rho_s})^2 dG_s + \sum_{0 < s \leq t \wedge \sigma} (\sqrt{1 - \Delta \tilde{A}_s} - \sqrt{1 - \Delta A_s})^2$$

(60)

where

$$\rho_s = \frac{dA_s}{dG_s} \quad \text{and} \quad \tilde{\rho}_s = \frac{d\tilde{A}_s}{dG_s}.$$  

We suppose that the compensators $A$ and $B$ are deterministic and, for simplicity, continuous. Then the Hellinger process (60) is continuous and deterministic, too, and from (8) we have that

$$\rho^2(P_t, \tilde{P}_t) = e^{-\frac{1}{2}H_t} \int_0^t e^{\frac{1}{2}H_s} dH_s = 2 - 2e^{-\frac{1}{2}H_t},$$

when $t \geq 0$.

**Example 3.** Let $(\Omega, \mathcal{F})$ be the measurable space of continuous functions $X = (X_t)_{t \geq 0}$, $X_0 = 0$, $\mathcal{F}$ be Borel $\sigma$-algebra and $\mathcal{F}_t = \sigma\{X_s | s \leq t\}$ for every $t \geq 0$.

Let $P$ and $\tilde{P}$ be unique probability measures on $(\Omega, \mathcal{F})$ which correspond to diffusion type processes satisfying the stochastic differential equations
\[ dX_t = a(t, X)dt + dw_t, \quad X_0 = 0, \]
\[ d\tilde{X}_t = \tilde{a}(t, \tilde{X})dt + dw_t, \quad \tilde{X}_0 = 0. \]

Here \( w = (w_t)_{t > 0} \) is Wiener process and \( a(t, X), \tilde{a}(t, X) \) are non-anticipating functionals with
\[
\int_0^t a^2(s, X)ds < \infty, \quad \int_0^t \tilde{a}^2(s, X)ds < \infty \quad (Q - \text{a.s.}).
\]

Then according to [8] the Hellinger process \( H = (H_t, \mathcal{F}_t)_{t \geq 0} \) is given by

\begin{equation}
H_t = \frac{1}{4} \int_0^{t \wedge \sigma} (a(s, X) - \tilde{a}(s, X))^2 ds
\end{equation}

**Remark 7.** It should be noted that in the case \( P \sim \tilde{P} \) we have \( \sigma = \infty \) \( Q \) – a.s. When \( \sigma \neq \infty \) for practical purpose it is convenient instead of \( H \) to consider the process \( H' \) which is defined by (53), (60), and (61) accordingly with \( \sigma \) substituted by \( \infty \).

Because \( H_t \leq H'_t \) for every \( t \), the inequalities (10) and (11) of Theorems 2 and 3 remain true. Since for every stopping time \( T \)

\[ P\left( \inf_{0 \leq s \leq T} \zeta_s = 0 \right) = 0, \quad \tilde{P}\left( \inf_{0 \leq s \leq T} \tilde{\zeta}_s = 0 \right) = 0, \]

we have

\[
P(H_T \geq \varepsilon) \geq P\left( \{H_T \geq \varepsilon\} \cap \left\{ \inf_{0 < s < T} \zeta_s \tilde{\zeta}_s > 0 \right\} \right)
\geq P(H'_T \geq \varepsilon) - P\left( \inf_{0 \leq s \leq T} \tilde{\zeta}_s \tilde{\zeta}_s = 0 \right)
\geq P(H'_T > \varepsilon) - \|P_T - \tilde{P}_T\|.
\]

Hence, instead of (10) and (12) for the process \( H' \) we can write

\[
Q(H'_T \geq \varepsilon) < \varepsilon^2 + (2 + 2/\varepsilon^2)\rho(P_T, \tilde{P}_T),
\]

\[ P(1 - \sqrt{|z_0|} \geq \varepsilon) + P(H'_T \geq \varepsilon) \leq \varepsilon^2 + (2 + 2/\varepsilon^2)\rho(P_T, \tilde{P}_T). \]
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