LOCALLY COGENT BOUNDARY OPERATORS

VIDAR THOMÉE

Let $V$ be a domain with boundary $S$ in the $(m+1)$-dimensional Euclidean space $\mathbb{R}^{m+1}$ with points $(t, x_1, \ldots, x_m)$ and $L$ a linear differential operator with constant coefficients. Let $C_0^\infty(V)$ be the set of infinitely differentiable functions with compact supports in $V$ and let $\|\cdot\|$ denote the usual $L^2$ norm in $V$. The following theorem is valid (Malgrange [6], Hörmander [4]).

**Theorem 0.1.** There exists a constant $C$ such that for every $u \in C_0^\infty(V)$,

\begin{equation}
\|u\| \leq C\| Lu\|.
\end{equation}

This theorem does not give any information for boundary problems, since it is only concerned with functions vanishing in a neighbourhood of the boundary $S$ of $V$. It is evident that a corresponding result is not valid if all restrictions at the boundary are omitted and functions in the set $C^\infty(\overline{V})$ of infinitely differentiable functions in the closure $\overline{V}$ of $V$ are considered, since we can always find solutions in $C^\infty(\overline{V})$ to the equation $Lu = 0$ which are not $\equiv 0$ in $V$. Evidently no such function satisfies (0.1).

It is natural to inquire for which sets $l$ of linear boundary operators there is an inequality of the type (0.1) for all $u \in C^\infty(\overline{V})$ with $lu = 0$. In this case the boundary operator $l$ will be called weakly cogent for the interior differential operator $L$.

Introducing an operator $\mathcal{L} = (L, l)$ and a suitable norm in the corresponding product space it is possible also to treat the inhomogeneous boundary problem and to investigate if the boundary operator has the property that there exists a constant $C$ such that for all $u \in C^\infty(\overline{V})$

\[ \|u\| \leq C\| \mathcal{L}u\|. \]

The boundary operator $l$ will then be called a cogent boundary operator for the interior differential operator $L$.

For a general differential operator $L$ and a general region $V$ it is not easy to decide which boundary operators $l$ are cogent. Therefore, the
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problem is here restricted to homogeneous operators $L$ and considered locally for a part $S_0$ of the boundary which for the sake of simplicity is supposed to be plane. All functions considered are supposed to belong to the set $C_0^\infty(V \cup S_0)$ of functions in $C^\infty(\overline{V})$ which vanish outside compact subsets of $V \cup S_0$. In this case the term locally cogent is used.

Our main result is concerned with a boundary operator of Dirichlet’s type on $S_0$, which is supposed to be a subset of the plane $t = 0$, that is

$$
(0.2) \quad lu = \left( u, \frac{\partial u}{\partial t}, \ldots, \frac{\partial^{p-1} u}{\partial t^{p-1}} \right).
$$

The characteristic polynomial $L(\xi, \tau)$ of $L$ is considered as a polynomial in $\tau$ for fixed $\xi$. We show that the operator (0.2) is locally cogent for the differential operator $L$ on $S_0$ if and only if the number of zeros of $L(\xi, \tau)$ with positive imaginary parts is not greater than $p$ for any $\xi$.

In the case of two dimensions ($m = 1$) and an operator $L$ with simple characteristics, results are obtained also for boundary operators with constant coefficients which are more general than the Dirichlet operator (0.2).

For functions $u \in C_0^\infty(V)$, Hörmander [4] determined the operators $M$ which can be estimated by means of $L$ in the sense that there exists a constant $C$ such that

$$
||Mu|| \leq C||Lu||, \quad u \in C_0^\infty(V).
$$

These operators are called weaker than $L$. It might be expected that in the case of locally cogent boundary operators, it would be possible to estimate all operators $M$ which are weaker than $L$ by means of $L$ when $u \in C_0^\infty(V \cup S_0)$ and $lu = 0$. It is shown by examples that this is not so.

In the case of elliptic operators $L$, the problem of finding cogent boundary operators has been studied under the name of “the coerciveness problem” by Aronszajn [2], Schechter [8] [9], and Agmon [1]. Here it proves possible to estimate all operators $M$, weaker than $L$, which in this case are all operators of order $\leq$ the order of $L$. A closely connected problem has been studied by Hörmander [5].

The plan of the paper is the following:

In Section 1 notations and definitions are introduced and the relation between locally cogent boundary operators and correctly posed boundary problems is established (Theorem 1.1). Further a lemma which is used in Sections 2 and 3 is proved.

In Section 2, boundary operators of Dirichlet’s type are studied. The results are divided into a necessity part, Theorem 2.1, and a sufficiency part, Theorem 2.2. In the former, the homogeneous boundary problem is
treated, whereas the estimates obtained in the latter are valid also in the
inhomogeneous case. Examples are also given of operators $M$ and
$L = (L, l)$ where $l$ is locally cogent for $L$ and $M$ is weaker than $L$, but
where $Mu$ can not be estimated by means of $Lu$ when $u \in C_c^\infty(V \cup S_0)$ and
$lu = 0$.

In Section 3, the two-dimensional case with more general homogeneous
boundary operators is considered for an operator $L$ with simple charac-
teristics. Also here the results are divided into a necessity part, Theorem
3.1, and a sufficiency part, Theorem 3.2.

We find it convenient in our arguments to let $C$ denote a positive con-
stant. It need not, however, always denote the same constant even in the
course of a particular proof. When necessary we distinguish between
different constants by using subscripts.

I wish to thank Professor L. Hörmander for several instructive and
stimulating discussions, and Professor W. Donoghue for revising the En-
glish manuscript.

1. Preliminaries. Let $V$ be a region in the $(m + 1)$-dimensional Euclid-
ean space $R^{m+1}$ with points $x = (x_0, x_1, \ldots, x_m)$ and $L$ a differential op-
erator with constant coefficients

$$L = L(D) = \sum_{|\alpha| \leq n} L_\alpha D^\alpha.$$ 

Here $\alpha = (\alpha_0, \ldots, \alpha_m)$, where $\alpha_i$ are non-negative integers,

$$|\alpha| = \sum_{i=0}^m \alpha_i,$$

and $D^x = D_0^{\alpha_0} \ldots D_m^{\alpha_m}$ with $D_k = -i \frac{\partial}{\partial x_k}$.

Let the boundary of $V$ be $S$, and denote by $C^\infty(\overline{V})$ the set of restrictions
to the closure $\overline{V} = V \cup S$ of $V$ of complex-valued, infinitely differentiable
functions in $R^{m+1}$. The operator $L$ can then be considered as an operator
from $C^\infty(\overline{V})$ to $C^\infty(\overline{V})$.

Suppose that $S$ consists of $N$ smooth pieces $S_i$, $i = 1, \ldots, N$, and that
with each $S_i$ are associated $\sigma_i$ differential operators with constant coeffi-
cients,

$$l_{ik} = l_{ik}(D) = \sum_\alpha l_{ik, \alpha} D^\alpha, \quad k = 1, \ldots, \sigma_i; \quad i = 1, \ldots, N.$$ 

We denote by $C^\infty(S_i)$ the restriction to $S_i$ of functions in $C^\infty(\overline{V})$. The
operator $l_{ik}$ can then be considered as an operator from $C^\infty(\overline{V})$ to $C^\infty(S_i)$.

We reduce the differential operators $l_{ik}$, $k = 1, \ldots, \sigma_i$, into an operator
$l_i = (l_{i1}, \ldots, l_{i, \sigma_i})$ from $C^\infty(\overline{V})$ to the set $C^\infty(S_i, \sigma_i)$ of vectors with $\sigma_i$ com-
ponents in $C^\infty(S_i)$, and the operators $l_i$, $i = 1, \ldots, N$, into an operator
$l = (l_1, \ldots, l_N)$ from $C^\infty(\overline{V})$ to the product space
\[ C^\infty(S, \sigma) = C^\infty(S_1, \sigma_1) \times \ldots \times C^\infty(S_N, \sigma_N), \quad \sigma = (\sigma_1, \ldots, \sigma_N). \]

Finally we reduce the operators \( L \) and \( l \) into an operator \( \mathcal{L} = (L, l) \) from \( C^\infty(\overline{V}) \) to the product space \( C^\infty(V, S, \sigma) = C^\infty(\overline{V}) \times C^\infty(S, \sigma) \). With these notations a boundary problem can be written as an equation

\[ \mathcal{L} u = \mathcal{F}, \]

where \( \mathcal{F} \) is some element in \( C^\infty(V, S, \sigma) \). In the sequel we shall refer to \( L \) as the interior operator and to \( l \) and its components as the boundary operators.

\( \mathcal{L} \) can now be regarded as a transformation between two normed linear spaces if we provide \( C^\infty(\overline{V}) \) with a norm \( \| \cdot \|_1 \) and \( C^\infty(V, S, \sigma) \) with a norm \( \| \cdot \|_2 \). We shall be interested in such boundary problems (1.1) for which the operator \( \mathcal{L} \) satisfies the condition in the following definition.

**Definition 1.1.** The boundary operator \( l \) is cogent for the interior operator \( L \) with respect to the norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \), if there exists a constant \( C \) such that

\[ \| u \|_1 \leq C \| \mathcal{L} u \|_2, \quad u \in C^\infty(\overline{V}). \]

Since the problem of characterizing cogent boundary operators in general offers great difficulties, we restrict the problem and study it locally on a given part \( S_i \) of the boundary. We therefore consider the set \( C^\infty_0(\overline{V} \cup S_i) \) of functions in \( C^\infty(\overline{V}) \) which vanish outside compact subsets of \( V \cup S_i \) and make the following definition.

**Definition 1.2.** The boundary operator \( l_i \) is locally cogent on \( S_i \) for the interior operator \( L \) with respect to the norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) if there exists a constant \( C \) such that

\[ \| u \|_1 \leq C \| \mathcal{L} u \|_2, \quad u \in C^\infty_0(V \cup S_i). \]

For the boundary operator \( lu = (l_1 u, \ldots, l_N u) \) to be cogent for \( L \), it is, of course, necessary for \( l_i \) to be locally cogent on \( S_i \) for \( L_i \), \( i = 1, \ldots, N \). But easily constructed examples show that this is by no means sufficient.

For our investigations we will make use of the following quadratic norms (\( dV \) is the element of volume in \( V \) and \( dS \) the element of surface area on \( S \)).

\[ \| \varphi \|_V = \left\{ \int_V |\varphi|^2 dV \right\}^{\frac{1}{2}}, \quad \| \varphi \|_S_i = \left\{ \int_{S_i} |\varphi|^2 dS \right\}^{\frac{1}{2}}, \]

and

\[ \| \varphi \|_{R, p} = \left\{ \sum_{|\alpha| \leq p} ||D^\alpha \varphi||_{R}^2 \right\}^{\frac{1}{2}}, \quad R = V, S_i, \]

where in case \( R = S_i \) the derivation symbol \( D^\alpha \) is understood to refer to derivations after directions in \( S_i \) only.
For $\|\cdot\|_1$ we shall use norms of the type

$$\|u\|_1 = \|u\|_{V,p},$$

where $p$ usually will be $= 0$, and for $\|\cdot\|_2$ we shall consider norms such as

$$\|\mathbf{L}u\|_2 = \left\{ \|Lu\|_V^2 + \sum_{i=1}^{N} \sum_{k=1}^{q_i} |l_{ik} u|_{S,\nu_{ik}}^2 \right\}^{\frac{1}{2}}.$$  

In analogy with the Definitions 1.1 and 1.2 we introduce the following ones for homogeneous boundary problems.

**Definition 1.3.** The boundary operator $l$ is weakly cogent for the interior operator $L$ if there exists a constant $C$ such that

$$\|u\|_V \leq C \|Lu\|_V, \quad u \in C^\infty(\bar{V}), \quad lu = 0.$$  

**Definition 1.4.** The boundary operator $l_i$ is locally weakly cogent on $S_i$ for the interior operator $L$ if there exists a constant $C$ such that

$$\|u\|_V \leq C \|Lu\|_V, \quad u \in C^\infty_0(V \cup S_i), \quad l_i u = 0.$$  

It is evident that if the boundary operator $l$ is (locally) cogent for the interior operator $L$ (with respect to the norms defined in (1.2) and (1.3)) then the boundary operator $l$ is also (locally) weakly cogent for the interior operator $L$.

We denote by $H$ the Hilbert space $L^2(V)$ of all square integrable functions in $V$ with norm $\|\cdot\|_V$. We denote by $L_{\min}$ the minimal operator corresponding to $L(D)$, that is, the closure in $H$ of the restriction of $L$ to the set $C^\infty_0(V)$ of functions in $C^\infty(\bar{V})$ which vanish outside compact subsets of $V$. Further we denote by $\bar{L}$ the formal adjoint of $L$ which corresponds to complex conjugation of the coefficients in $L$, that is

$$\bar{L} = \bar{L}(D) = \sum_{|\alpha| \leq n} \bar{L}_\alpha D^\alpha.$$  

The maximal operator $L_{\max}$, corresponding to $L(D)$, is then defined as the adjoint in $H$ to the minimal operator corresponding to $\bar{L}(D)$, that is,

$$L_{\max} = (\bar{L}_{\min})^*.$$  

We consider a fixed part $S_i$ of $S$ and denote by $L_0$ the restriction of $L$ to the functions in $C^\infty_0(V \cup S_i)$ with $l_i u = 0$. $L_0$ can then be regarded as an operator from $H$ to $H$. We consider extensions $\bar{L}_0$ of $L_0$ with domain $D(\bar{L}_0)$ and range $R(\bar{L}_0)$ such that

$$L_0 \subseteq \bar{L}_0 \subseteq L_{\max}.$$
In this case the equation
\[ (1.5) \quad \mathcal{L}_0 u = F, \quad F \in H, \]
can be regarded as an abstract boundary problem, and we introduce after Hadamard the following definition.

**Definition 1.5.** We say that the abstract boundary problem (1.5) is correctly posed if there exists a constant $C$ such that
\[ (1.6) \quad \|u\|_V \leq C\|\mathcal{L}_0 u\|_V, \quad u \in D(\mathcal{L}_0), \]
and if the range $R(\mathcal{L}_0) = H$.

(Višik [10] calls the operator $\mathcal{L}_0$ solvable in this case).

We then have the following theorem which is due to Višik [10].

**Theorem 1.1.** There exists an extension $\hat{L}_0$ of $L_0$ corresponding to a correctly posed abstract boundary problem if and only if the boundary operator $l_i$ is locally weakly cogent on $S_i$ for the interior operator $L$.

**Proof.** It is evident that if there exists an extension $\hat{L}_0$ of $L_0$ corresponding to a correctly posed abstract boundary problem, then the boundary operator $l_i$ is locally weakly cogent for $L$, for (1.6) contains (1.4).

We shall now prove the second part of the theorem. One can show (cf. [4]) that $L_{\text{max}}$ has a bounded right inverse, that is, that there exists a bounded operator $R$ such that $L_{\text{max}} R = I$, the identity operator in $H$.

Let $\hat{L}_0$ be the closure of $L_0$ in $H$. The existence of $\hat{L}_0$ is guaranteed by (1.4). It also follows that the range $R(\hat{L}_0)$ of $\hat{L}_0$ is a closed subspace in $H$. Let $P$ be the orthogonal projection on the subspace $R(\hat{L}_0)$. Consider the operator $T$ defined by
\[ T\varphi = \hat{L}_0^{-1} P\varphi + R(I - P)\varphi, \quad \varphi \in H. \]
The operator $T$ is defined for all elements in $H$ and is a bounded operator since all operators entering in the definition are bounded. Further we have
\[ (1.7) \quad L_{\text{max}} T\varphi = P\varphi + (I - P)\varphi = \varphi, \quad \varphi \in H, \]
for $L_{\text{max}}$ is an extension of $\hat{L}_0$. It follows from (1.7) that the bounded operator $T$ has an inverse $\hat{L}_0$, for $T\varphi = 0$ implies $\varphi = 0$. The formula (1.7) also implies that $\hat{L}_0 \subseteq L_{\text{max}}$. Finally we have that $\hat{L}_0$ is an extension of $L_0$ for $(\hat{L}_0)^{-1} = T$ is an extension of $L_0^{-1}$. This ends the proof of Theorem 1.1.

In the sequel we specialize the problem and assume that the part $S_0$ of the boundary, which will be investigated with respect to locally cogent
boundary operators, is plane, and that the region $V$ is bounded and situated entirely in one of the halfspaces defined by the plane containing $S_0$. We suppose, which does not restrict the generality further, that $S_0$ is a part of the plane $x_0 = 0$, and that $V$ is contained in the set $0 \leq x_0 \leq 1$ (see fig. 1). For the sake of convenience we make a minor change in the notations and write $t = x_0$, $x = (x_1, \ldots, x_m)$ and $D_t = D_0$. We denote by $S_{t_0}$ the section $\overline{V} \cap \{t = t_0\}$.

We shall also assume that the characteristic polynomial $L(\xi, \tau)$ of $L$, 

$$L(\xi, \tau) = \sum_{|\alpha| \leq n} L_\alpha \tau^{\alpha_0} \xi_1^{\alpha_1} \cdots \xi_m^{\alpha_m},$$

is a homogeneous polynomial in $\xi = (\xi_1, \ldots, \xi_m)$ and $\tau$ with the coefficient 1 for $\tau^n$. Then $L(\xi, \tau)$ can be factored

$$L(\xi, \tau) = \prod_{i=1}^n (\tau - \tau_i(\xi))$$

where $\tau_i(\xi)$ are homogeneous functions of $\xi$. We finally assume (with a slight change in the above notations) that on $S_0$ is given a boundary operator $lu = (l_1 u, \ldots, l_\sigma u)$, where

$$l_k = l_k(D), \quad k = 1, \ldots, \sigma,$$

is a differential operator with constant coefficients, the characteristic polynomial $l_k(\xi, \tau)$ of which is homogeneous of degree $\gamma_k \leq n - 1$.

In the sequel we shall make use of the following lemma.

**Lemma 1.1.** Let $\lambda$ be a complex number and let $v(t)$ be a continuously differentiable function of the variable $t$ which vanishes for $t = 1$. Then for $0 \leq t \leq 1$ we have $(D_t = -i d/dt)$

(1.8) \quad |v(t)| \leq |v(0)| + \int_0^1 |(D_t - \lambda)v(t)| \, dt, \quad \text{all } \lambda,$

(1.9) \quad |v(t)| \leq \int_0^1 |(D_t - \lambda)v(t)| \, dt, \quad \text{Im} \lambda \leq 0.
Proof. We first prove (1.9). Since \( v(1) = 0 \) it follows that

\[
v(t) = \int_1^t i e^{i(t-s)\lambda} (D_s - \lambda) v(s) \, ds
\]

or

\[
|v(t)| \leq \int_1^t e^{-((t-s)1\text{m})\lambda} |(D_s - \lambda) v(s)| \, ds.
\]

Hence for \( \text{Im} \lambda \leq 0 \)

\[
|v(t)| \leq \int_0^1 |(D_t - \lambda) v(t)| \, dt.
\]

It remains to prove (1.8) for \( \text{Im} \lambda > 0 \). We have for \( \text{Im} \lambda > 0 \)

\[
v(t) = v(0) e^{it\lambda} + \int_0^t i e^{i(t-s)\lambda} (D_s - \lambda) v(s) \, ds
\]

or

\[
|v(t)| \leq |v(0)| e^{-t\text{Im}\lambda} + \int_0^t e^{-(t-s)\text{Im}\lambda} |(D_s - \lambda) v(s)| \, ds.
\]

Since \( \text{Im} \lambda > 0 \) this implies

\[
|v(t)| \leq |v(0)| + \int_0^1 |(D_t - \lambda)v(t)| \, dt.
\]

2. Boundary operators of the Dirichlet type. In this section we shall consider a boundary operator

\[
l u = (l_1 u, \ldots, l_\sigma u),
\]

where the operator \( l_k u \) has the characteristic polynomial

\[
l_k(\xi, \tau) = \tau^{k-1}, \quad k = 1, \ldots, \sigma.
\]

The homogeneous interior operator \( L \) will have the characteristic polynomial \( L(\xi, \tau) \), and the functions \( \tau_i(\xi) \), \( i = 1, \ldots, n \), will be the zeros of \( L(\xi, \tau) \) considered as a polynomial in \( \tau \) for fixed \( \xi \). \( p(\xi) \) will denote the number of the \( \tau_i(\xi) \) with positive imaginary parts and

\[
P = \max_{\xi} p(\xi).
\]

The theorems of this section relate the integers \( P \) and \( \sigma \) to the local cogency of \( l \) for \( L \) with respect to appropriate norms. Theorem 2.1 is concerned with weak local cogency, thus

\[
(2.1) \quad \|u\|_1 = \|u\|_\nu,
\]
while Theorem 2.2, which also applies to the inhomogeneous boundary problem, makes use of the norms (2.1) and

\[
\|L u\|_2 = \left\{ \|L u\|_V^2 + \sum_{k=1}^{\sigma} \|l_k u\|_{S_0, \sigma-k}^2 \right\}^{\frac{1}{2}}.
\]

**Theorem 2.1.** If the boundary operator \( l u = (u, D_1 u, \ldots, D_{\sigma-1} u) \) is weakly locally cogent on \( S_0 \) for the homogeneous interior operator \( L \), then \( P \leq \sigma \).

**Proof.** We prove the theorem by showing that the assumption that there exists a point \( \xi_0 \) in which more than \( \sigma \) of the numbers \( \tau_i(\xi_0) \), \( i = 1, \ldots, n \), have positive imaginary parts, leads to a contradiction. We thus assume that \( \tau_i(\xi_0), i = 1, \ldots, \sigma + 1 \), have positive imaginary parts. We shall construct a family of functions \( u_\varepsilon(x, t) \in C_0^\infty(V \cup S_0) \), which satisfy the boundary conditions on \( S_0 \) but for which the ratio

\[
\|u_\varepsilon\|_V / \|L u_\varepsilon\|_V
\]

is not bounded when \( \varepsilon \to 0 \).

In the construction of the functions \( u_\varepsilon(x, t) \) we have had the opportunity of using ideas from an unpublished manuscript by Hörmander on fundamental solutions with support in a half space. The construction will be carried out in the following way. We shall first construct a function \( U(x, t) \) with the properties:

\((U)_1: U(x, t) \) is infinitely differentiable and not \( \equiv 0 \) for \( t \geq 0 \).

\((U)_2: L(D) U(x, t) = 0 \) for \( t \geq 0 \).

\((U)_3: (D_1^{k-1} U)(x, 0) = 0, k = 1, \ldots, \sigma \).

\((U)_4: \) There exists for every non-negative integer \( k \) and every a \( \alpha \) constant \( C_{k, \alpha} \) such that for \( t \geq 0 \)

\[
|\tau^k D^\alpha U(x, t)| \leq C_{k, \alpha}, \quad r = (t^2 + x_1^2 + \ldots + x_m^2)^{\frac{1}{2}}.
\]

We then take a function \( \psi(x, t) \) with the following properties:

\((\psi)_1: \psi(x, t) \in C_0^\infty(V \cup S_0) \)

\((\psi)_2: \psi(x, t) \equiv 1 \) in a spherical neighbourhood with radius \( \rho > 0 \) of the origin.

We put

\[
u_\varepsilon(x, t) = \varepsilon^{-(m+1)/2} \psi(x, t) \frac{x}{\varepsilon} \frac{t}{\varepsilon}, \quad \varepsilon > 0,
\]
and will presently show that the functions $u_\varepsilon(x, t)$ defined in (2.4) satisfy the following conditions:

$(u_\varepsilon)_1$: $u_\varepsilon \in C^\infty_0(V \cup S_0)$.

$(u_\varepsilon)_2$: $(D_t^{k-1} u_\varepsilon)(x, 0) = 0$, $k = 1, \ldots, \sigma$.

$(u_\varepsilon)_3$: $\|u_\varepsilon\|_V^2 \to \int_0^\infty \int_{t \geq 0} |U|^2 \, dx \, dt = 0$ when $\varepsilon \to 0$.

$(u_\varepsilon)_4$: $\|L u_\varepsilon\|_V^2 \to 0$ when $\varepsilon \to 0$.

The properties $(u_\varepsilon)_1, \ldots, (u_\varepsilon)_4$ now show that the ratio (2.3) does not remain bounded when $\varepsilon \to 0$.

We now prove the existence of a function $U(x, t)$ with the properties $(U)_1, \ldots, (U)_4$.

We can suppose that the functions $\tau_i(\xi)$, $i = 1, \ldots, \sigma + 1$, are analytic in $\xi$ and have positive imaginary parts in a neighbourhood $\Omega'$ of a point $\xi_0'$. For since $\sigma + 1$ of the numbers $\tau_i(\xi)$, $i = 1, \ldots, n$, have positive imaginary parts in $\xi_0$, then this is true also in a neighbourhood $\Omega$ of $\xi_0$. Now, if we factor $L(\xi, \tau)$ into irreducible factors, there is arbitrarily close to $\xi_0$ a point $\xi_0'$ in $\Omega$, in which all the irreducible factors have simple zeros as polynomials in $\tau$. These zeros are then analytic in a neighbourhood $\Omega'$ of $\xi_0'$ with $\Omega' \subset \Omega$.

Let $\gamma$ be a closed smooth curve in the complex $\tau$-plane which for all $\xi \in \overline{\Omega'}$ encloses the numbers $\tau_i(\xi)$, $i = 1, \ldots, \sigma + 1$, and which has a positive distance to these numbers and to the real axis (see fig. 2).

For $\xi \in \Omega'$ we put

$$L_+(\xi, \tau) = \prod_{j=1}^{\sigma+1} (\tau - \tau_j(\xi))$$

and consider the function

$$(2.5) \quad U(x, t, \xi) = \frac{1}{2\pi i} \int_\gamma \frac{e^{i(\xi \xi + 4\tau)}}{L_+(\xi, \tau)} \, d\tau, \quad x\xi = x_1 \xi_1 + \ldots + x_m \xi_m.$$
part of the property $(U)_4$. In order to get a function which satisfies also the property $(U)_4$ completely, we take a function $\varphi(\xi) \in C_0^\infty(\Omega')$ with
\[\int \varphi(\xi) \, d\xi = 1\]
and construct
\[U(x, t) = \int U(x, t, \xi) \varphi(\xi) \, d\xi.\] (2.6)

We shall then prove that the function defined by (2.5) and (2.6) has the properties $(U)_1, \ldots, (U)_4$.

$(U)_1$: It is immediately seen that $U(x, t, \xi)$ can be differentiated an arbitrary number of times with respect to $x$ and $t$ under the integral sign. Owing to the choice of $\Omega'$, the coefficients of $L_+(\xi, \tau)$ considered as a polynomial in $\tau$ are analytic functions of $\xi$ in $\Omega'$. Therefore the function $U(x, t, \xi)$ may also be differentiated an arbitrary number of times under the integral sign with respect to $\xi$. This will be used in the proof of $(U)_4$. It follows that the function $U(x, t)$ defined in (2.6) is infinitely differentiable, and the differentiation can be performed under the integral sign in (2.6).

In order to see that $U(x, t)$ is not identically zero, we form
\[(D_i^- U)(x, 0, \xi) = e^{ix\xi} \frac{1}{2\pi i} \int_\gamma \frac{\tau^\sigma}{L_+(\xi, \tau)} \, d\tau = e^{ix\xi}.\] (2.7)

The last equality in (2.7) follows since $\gamma$ may be deformed into a circle $\gamma_R$ with centre at the origin and radius $R$, and
\[\frac{1}{2\pi i} \int_\gamma \frac{\tau^\sigma}{L_+(\xi, \tau)} \, d\tau = \frac{1}{2\pi i} \int_{\gamma_R} \frac{\tau^\sigma}{L_+(\xi, \tau)} \, d\tau = \frac{1}{2\pi i} \int_{\gamma_R} \frac{d\tau}{\tau} + O\left(\frac{1}{R}\right) = 1 + O\left(\frac{1}{R}\right) \quad \text{when} \quad R \to \infty.\]

Then $(D_i^- U)(x, 0)$ is essentially the Fourier transform of $\varphi(\xi)$ and thus cannot vanish identically.

It also follows from (2.7) that the function $U(x, t, \xi)$ does not have the property $(U)_4$.

$(U)_2$: We have
\[L(D) U(x, t, \xi) = \frac{1}{2\pi i} \int_\gamma \frac{L(\xi, \tau)}{L_+(\xi, \tau)} e^{i(x\xi + t\tau)} \, d\tau = 0\]
since the integrand is an analytic function of \( \tau \) in the whole \( \tau \)-plane. We therefore also have

\[
L(D) U(x, t) = \int L(D) U(x, t, \xi) \varphi(\xi) \, d\xi = 0.
\]

\((U)_3\): We have for \( k = 1, \ldots, \sigma, \)

\[
(D_{t}^{k-1} U)(x, 0, \xi) = e^{ix\xi} \frac{1}{2\pi i} \int_{\gamma} \frac{\tau^{k-1}}{L_+ (\xi, \tau)} \, d\tau.
\]

In the same way as in the proof of \((U)_1\) above, we have for \( k = 1, \ldots, \sigma, \)

\[
\frac{1}{2\pi i} \int_{\gamma} \frac{\tau^{k-1}}{L_+ (\xi, \tau)} \, d\tau = \frac{1}{2\pi i} \int_{\gamma_R} \frac{\tau^{k-1}}{L_+ (\xi, \tau)} \, d\tau \to 0 \quad \text{when} \quad R \to \infty.
\]

It then also follows for \( k = 1, \ldots, \sigma \) that

\[
(D_{t}^{k-1} U)(x, 0) = \int D_{t}^{k-1} U(x, 0, \xi) \varphi(\xi) \, d\xi = 0.
\]

\((U)_4\): We have

\[
D^\alpha U(x, t) = \int D^\alpha U(x, t, \xi) \varphi(\xi) \, d\xi
\]

\[
= \int \frac{1}{2\pi i} \int_{\gamma} \frac{\tau^{a_0} \xi^{a_1} \cdots \xi^{a_m} e^{ix(\xi + \tau t)}}{L_+ (\xi, \tau)} \, d\tau \varphi(\xi) \, d\xi,
\]

and for an arbitrary non-negative integer \( k, \)

\[
|t^k D^\alpha U(x, t)| \leq t^k \int \left| \frac{\xi^{a_1} \cdots \xi^{a_m}}{2\pi} \right| \left( \frac{|\tau| a_0 e^{-t Im \tau}}{|L_+ (\xi, \tau)|} \right) \, d\tau \left| \varphi(\xi) \right| \, d\xi.
\]

Since \( \text{Im} \, \tau \geq \kappa > 0 \) on \( \gamma \) for some constant \( \kappa, \) we have for fixed \( k \) and \( \alpha \)

\[
|t^k D^\alpha U(x, t)| \leq C t^k \text{e}^{-\kappa t} \leq C_1.
\]

Further we have for an arbitrary \( k \geq 0 \) and \( j = 1, \ldots, n, \)

\[
(-ix_j)^k D^\alpha U(x, t) = \int (-ix_j)^k e^{ix\xi} \left\{ \frac{1}{2\pi i} \int_{\gamma} \frac{\tau^{a_0} \xi^{a_1} \cdots \xi^{a_m}}{L_+ (\xi, \tau)} \text{e}^{i\tau t} \, d\tau \right\} \varphi(\xi) \, d\xi.
\]

It follows from the proof of \((U)_1\) that the function inside the brackets is an infinitely differentiable function of \( \xi \) in \( \Omega' \). Therefore, after a partial integration we get

\[
(-ix_j)^k D^\alpha U(x, t) = \int e^{ix\xi} \left\{ \frac{d}{d\xi^k} \left( \frac{1}{2\pi i} \int_{\gamma} \frac{\tau^{a_0} \xi^{a_1} \cdots \xi^{a_m}}{L_+ (\xi, \tau)} \text{e}^{i\tau t} \, d\tau \right) \varphi(\xi) \right\} \, d\xi.
\]
This implies

\[(2.9) \quad |(-ix_j)^k D^a U(x, t)| \leq C.\]

From the estimate

\[r^k \leq C \left\{ |t|^k + \sum_{j=1}^{m} |x_j|^k \right\},\]

we finally obtain from (2.8) and (2.9), \(|r^k D^a U(x, t)| \leq C\), which proves the statement.

We finally prove that the functions \(u_\varepsilon(x, t)\) in (2.4) have the properties

\((u_\varepsilon)_1, \ldots, (u_\varepsilon)_4\).

\((u_\varepsilon)_1\): This property is an immediate consequence of \((U)_1\) and \((\psi)_1\).

\((u_\varepsilon)_2\): We have

\[
(D_t^{k-1} u_\varepsilon)(x, 0) = \varepsilon^{-(m+1)/2} \sum_{j=0}^{k-1} \binom{k-1}{j} (D_t^j \psi)(x, 0) e^{-(k-1-j)} (D_t^{k-1-j} U) \left( \frac{x}{\varepsilon}, 0 \right) = 0
\]

for \(k \leq \sigma\) according to \((U)_3\).

\((u_\varepsilon)_3\): We first observe that

\[
\iint_{t \geq 0} |U(x, t)|^2 \, dx \, dt
\]

is finite according to \((U)_4\) and \(\neq 0\) according to \((U)_1\). We have

\[
\|u_\varepsilon\|_{L^2}^2 = \iint_{t \geq 0} \varepsilon^{-(m+1)} \left| U \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t) \right|^2 \, dx \, dt
\]

\[
= \iint_{t \geq 0} |U(x, t) \psi(\varepsilon x, \varepsilon t)|^2 \, dx \, dt \rightarrow \iint_{t \geq 0} |U(x, t)|^2 \, dx \, dt
\]

when \(\varepsilon \rightarrow 0\) according to \((\psi)_2\) and Lebesgue’s theorem on dominated convergence.

\((u_\varepsilon)_4\): For \(r \leq \sigma\) we have according to \((\psi)_2\)

\[
u_\varepsilon(x, t) = \varepsilon^{-(m+1)/2} U \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right).
\]

Owing to the homogeneity of the operator \(L\) we have therefore for \(r \leq \sigma\)

\[
Lu_\varepsilon = \varepsilon^{-(m+1)/2} \varepsilon^{-n} (LU) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) = 0,
\]

and we have
\[ \|Lu\|_{V^2}^2 = \int\int_{\mathbb{R}^n \times (0, \infty)} e^{-(m+1)} L \left( \psi(x, t) U \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \right)^2 \, dx \, dt \]

\[ = \int\int_{\mathbb{R}^n \times (0, \infty)} \varepsilon^{-2n} |L(\varepsilon x, \varepsilon t) U(x, t)|^2 \, dx \, dt \]

\[ \leq C \int\int_{\mathbb{R}^n \times (0, \infty)} \varepsilon^{-2n} \sum_{|\alpha| \leq n} |D^\alpha U(x, t)|^2 \, dx \, dt . \]

This last integral, however, converges to 0 when \( \varepsilon \to 0 \), for according to (U)_4 we have

\[ |D^\alpha U(x, t)|^2 \leq C r^{-(m+2+2n)} \leq C q^{-2n} \varepsilon^{2n} r^{-(m+2)} , \]

and the integral

\[ \int\int_{\mathbb{R}^n \times (0, \infty)} \frac{dx \, dt}{r^{m+2}} \]

is finite. This ends the proof of Theorem 2.1.

**Theorem 2.2.** If \( P \leq \sigma \), then the boundary operator

\[ lu = (u, D_1 u, \ldots, D_{\sigma-1} u) \]

is locally cogent on \( S_0 \) for \( L \) with respect to the norms defined by (2.1) and (2.2).

**Proof.** We can suppose that \( \tau_i(\xi), i = 1, \ldots, \pi(\xi) \leq \sigma \), are those of the numbers \( \tau_i(\xi), i = 1, \ldots, n \), which have positive imaginary parts.

We denote by \( \hat{u}(\xi, t) \) the Fourier transform of \( u(x, t) \in C_0^\infty(V \cup S_0) \) with respect to \( x \)

\[ \hat{u}(\xi, t) = (2\pi)^{-m/2} \int e^{-ix\xi} u(x, t) \, dx . \]

The function \( \hat{u}(\xi, t) \) then satisfies the assumptions of Lemma 1.1, and we obtain from (1.8)

\[ |\hat{u}(\xi, t)| \leq |\hat{u}(\xi, 0)| + \int_0^1 |(D_t - \tau_1(\xi))\hat{u}(\xi, t)| \, dt . \]

The same reasoning gives for the function \( (D_t - \tau_1(\xi))\hat{u}(\xi, t) \),

\[ |(D_t - \tau_1(\xi))\hat{u}(\xi, t)| \]

\[ \leq |(D_t - \tau_1(\xi))\hat{u}(\xi, 0)| + \int_0^1 |(D_t - \tau_1(\xi))(D_t - \tau_2(\xi))\hat{u}(\xi, t)| \, dt . \]
Since for any \( i, \tau_i(\xi) \) is a homogeneous function of \( \xi \), we have
\[
|\tau_i(\xi)| \leq C|\xi|, \quad i = 1, \ldots, n; \quad |\xi| = (\xi_1^2 + \ldots + \xi_n^2)^{\frac{1}{2}},
\]
and we obtain from (2.11)
\[
(2.12) \quad \left| (D_t - \tau_1(\xi)) \hat{u}(\xi, t) \right| \leq C|\xi| |\hat{u}(\xi, 0)| + \\
+ \left| (D_t \hat{u})(\xi, 0) \right| + \int_0^1 \left| (D_t - \tau_1(\xi))(D_t - \tau_2(\xi)) \hat{u}(\xi, t) \right| dt.
\]
Together with (2.10), (2.12) gives
\[
|\hat{u}(\xi, t)| \leq C(1 + |\xi|) |\hat{u}(\xi, 0)| + |(D_t \hat{u})(\xi, 0)| + \\
+ \int_0^1 \left| (D_t - \tau_1(\xi))(D_t - \tau_2(\xi)) \hat{u}(\xi, t) \right| dt.
\]
We continue by treating the function
\[
(D_t - \tau_1(\xi))(D_t - \tau_2(\xi)) \hat{u}(\xi, t)
\]
in the same way, and so on. We obtain after \( \sigma \) steps
\[
(2.13) \quad |\hat{u}(\xi, t)| \leq C \sum_{i+j < \sigma} |\xi|^i |(D_t^j \hat{u})(\xi, 0)| + \\
+ \int_0^1 \left| \prod_{i=1}^\sigma (D_t - \tau_i(\xi)) \hat{u}(\xi, t) \right| dt.
\]
Since the numbers \( \tau_i(\xi), i = \sigma + 1, \ldots, n, \) have non-positive imaginary parts, it follows from Lemma 1.1 that
\[
(2.14) \quad \int_0^1 \left| \prod_{i=1}^\sigma (D_t - \tau_i(\xi)) \hat{u}(\xi, t) \right| dt \\
\leq \int_0^1 \left| \prod_{i=1}^{\sigma+1} (D_t - \tau_i(\xi)) \hat{u}(\xi, t) \right| dt \\
\leq \int_0^1 \left| \prod_{i=1}^n (D_t - \tau_i(\xi)) \hat{u}(\xi, t) \right| dt \\
= \int_0^1 |L(\xi, D_t) \hat{u}(\xi, t)| dt.
\]
Together with (2.13), (2.14) gives

\[(2.15) \quad |\dot{u}(\xi, t)| \leq C \left\{ \sum_{i+j < \sigma} |\xi|^i |(D^i \dot{u})(\xi, 0)| + \int_0^1 |L(\xi, D_\tau) \dot{u}(\xi, t)| \, dt \right\}.\]

After squaring, integration with respect to \( t \) between 0 and 1, and trivial estimates, (2.15) can be written,

\[\int_0^1 |\dot{u}(\xi, t)|^2 \, dt \leq C \left\{ \sum_{i+j < \sigma} |\xi|^{2i} |(D^i \dot{u})(\xi, 0)|^2 + \int_0^1 |L(\xi, D_\tau) \dot{u}(\xi, t)|^2 \, dt \right\},\]

whence after integration with respect to \( \xi \) and use of Parseval's formula,

\[\|u\|_{\mathcal{V}}^2 \leq C \left\{ \sum_{j=0}^{\sigma-1} \|D^j u\|_{S_0, \sigma-1-j}^2 + \|L(D) u\|_{\mathcal{V}}^2 \right\},\]

or with (2.1) and (2.2),

\[\|u\|_{1} \leq C \|\mathcal{L} u\|_{2},\]

which proves Theorem 2.2.

We illustrate the results obtained by some simple examples.

**Example 1.** The Cauchy boundary operator \( l u = (l_1 u, \ldots, l_n u) \) with \( l_k(\xi, \tau) = \tau^{k-1}, \ k = 1, \ldots, n, \) is locally cogent on \( S_0 \) for any homogeneous differential operator \( L \) of order \( n. \)

For the number of zeros of \( L(\xi, \tau) \) with positive imaginary parts is trivially \( \leq n. \) This is essentially contained in Theorem 0.1.

**Example 2.** The "empty" boundary operator \( (\sigma = 0) \) is locally cogent on \( S_0 \) for a homogeneous differential operator \( L \) if and only if \( L \) is hyperbolic with respect to the plane \( t = 0. \)

For if \( \sigma = 0, \) according to Theorem 2.1, none of the numbers \( \tau_i(\xi), \)

\[i = 1, \ldots, n, \] may have a positive imaginary part. Owing to the homogeneity of \( \tau_i(\xi), \) this also implies that none of them may have a negative imaginary part. Therefore all zeros of \( L(\xi, \tau) \) must be real. The other part of the statement follows immediately from Theorem 2.2.

**Example 3.** The boundary operator \( l u \equiv u (\sigma = 1) \) is locally cogent on \( S_0 \) for the differential operator \( L \) with the characteristic polynomial

\[L(\xi, \tau) = \tau^2 + \xi_1^2 + \ldots + \xi_p^2 - \xi_{p+1}^2 - \ldots - \xi_m^2, \quad p > 0.\]

In fact, we have \( P = 1. \) This result could be obtained from the proof of a uniqueness theorem of Owens [7].

**Remark.** In Theorem 2.2 we only estimated \( \|u\|_{\mathcal{V}}. \) One might expect that it would be possible in the case of locally cogent boundary
operators to estimate $\|Mu\|_V$, where $M$ is an arbitrary differential operator with constant coefficients, weaker than $L$, that is, such that

$$\|Mu\|_V \leq C \|Lu\|_V, \quad u \in C_0^\infty(V).$$

Hörmander [4] proved that $M$ is weaker than $L$ if and only if

$$(2.16) \quad |M(\xi, \tau)|^2 \leq C \sum_{|\alpha| \geq 0} |D^\alpha L(\xi, \tau)|^2.$$

($D^\alpha$ here acts on $L(\xi, \tau)$ considered as a function of $\xi$ and $\tau$). We shall give two simple examples which prove that such an estimate is in general not possible.

We first consider an operator $L(D)$ which is the product of a hyperbolic operator $H(D)$ of order $h$ and an elliptic operator $E(D)$ of order $n - h$. For the corresponding characteristic polynomials we have

$$L(\xi, \tau) = H(\xi, \tau) E(\xi, \tau).$$

The operator $M(D)$ with the characteristic polynomial

$$M(\xi, \tau) = H(\xi, \tau) \tau^{n-h}$$

is then weaker than $L(D)$ since (cf. (2.16))

$$|H(\xi, \tau)|^2 |\tau^{n-h}|^2 \leq C |H(\xi, \tau)|^2 |E(\xi, \tau)|^2 = C |L(\xi, \tau)|^2.$$

Suppose that the maximal number of zeros with positive imaginary parts is $\sigma$. We shall prove that the estimate

$$(2.17) \quad \|M(D)u\|_V \leq C \|L(D)u\|_V$$

is not valid for all $u \in C_0^\infty(V \cup S_0)$ with $(D^{k-1}u)(x, 0) = 0, \; k = 1, \ldots, \sigma$.

Assume that $\tau_i(\xi_0), \; i = 1, \ldots, \sigma$, have positive imaginary parts and that $\tau_{\sigma+1}(\xi_0)$ is real. We put

$$L_+(\xi_0, \tau) = \prod_{i=1}^{\sigma+1} (\tau - \tau_i(\xi_0)),$$

and construct in the same way as in the proof of Theorem 2.1 the function

$$U(x, \tau) = \frac{e^{ix_0 \xi_0}}{2\pi i} \int_\gamma \frac{e^{i\tau \xi}}{L_+(\xi_0, \tau)} d\tau$$

where $\gamma$ is a curve in the complex $\tau$-plane which encloses the numbers $\tau_i(\xi_0), \; i = 1, \ldots, \sigma + 1$. $U(x, \tau)$ has the properties:

$(U)_1$: $U(x, \tau)$ is infinitely differentiable and $M(D)U(x, \tau)$ is not $\equiv 0$ for $t \geq 0$. 


\((U)_2\): \(L(D)U(x, t) = 0\), for \(t \geq 0\).

\((U)_3\): \((D_t^{k-1}U)(x, 0) = 0, \ k = 1, \ldots, \sigma.\)

\((U)_4\): There exists for every \(\alpha\) a constant \(C_\alpha\) such that for \(t \geq 0\)

\[|D^n U(x, t)| \leq C_\alpha.\]

The properties \((U)_1\), \((U)_2\), \((U)_3\) are proved in the same way as the corresponding properties in the proof of Theorem 2.1. The property \((U)_4\) is weaker in this case because of the fact that \(L_+ (\xi_0, \tau)\) has a real zero. Since this zero is simple we can write

\[(2.18) \quad U(x, t) = e^{i(x\xi_0 + t\xi_0)} \prod_{i=1}^\sigma (\tau_{\sigma+1}(\xi_0) - \tau_i(\xi_0))^{-1} +
\]

\[+ \frac{e^{ix\xi_0}}{2\pi i} \int_{\gamma'} \frac{e^{i\tau} d\tau}{L_+ (\xi_0, \tau)}\]

where \(\gamma'\) is a curve enclosing the zeros \(\tau_i(\xi_0), \ i = 1, \ldots, \sigma,\) but not \(\tau_{\sigma+1}(\xi_0)\). The first term on the right hand side in (2.18) evidently has the property \((U)_4\) and the second term can easily be seen to have this property too (cf. the proof of the earlier \((U)_4\)).

We then form

\[u_\varepsilon(x, t) = \varepsilon^{n-1} U \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t), \ \varepsilon > 0.\]

where \(\psi(x, t)\) is a function in \(C^\infty_0 (V \cup S_0)\) with \(\psi(x, 0)\) not \(\equiv 0\). The following properties are then fulfilled for the functions \(u_\varepsilon(x, t)\):

\((u_\varepsilon)_1\): \(u_\varepsilon(x, t) \in C^\infty_0 (V \cup S_0)\).

\((u_\varepsilon)_2\): \((D_t^{k-1}u_\varepsilon)(x, 0) = 0, \ k = 1, \ldots, \sigma.

\((u_\varepsilon)_3\): \(\|M(D)u_\varepsilon\|_V/\|L(D)u_\varepsilon\|_V \to \infty\) when \(\varepsilon \to 0\).

The properties \((u_\varepsilon)_1\) and \((u_\varepsilon)_2\) are proved in exactly the same way as before. According to Leibniz' formula for the differentiation of a product we have

\[(2.19) \quad M(D)u_\varepsilon(x, t) = \varepsilon^{-1} (M(D)U) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t) + O(\varepsilon^1).\]

For the first term on the right hand side we obtain

\[(2.20) \quad \left\| \varepsilon^{-1} (M(D)U) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t) \right\|_V^2 = \int_{t \geq 0} \int_{t \geq 0} \varepsilon^{-1} \left| (M(D)U) \left( 0, \frac{t}{\varepsilon} \right) \right|^2 |\psi(x, t)|^2 \, dx \, dt
\]

\[= \int_{t \geq 0} \left| (M(D)U)(0, t) \right|^2 |\psi(x, et)|^2 \, dx \, dt.\]
Here we have used the fact that \( |M(D)U(x, t)| = |(M(D)U)(0, t)| \) which follows from \( |e^{ix\xi}| = 1 \). Fatou’s lemma implies that

\[
\lim_{\varepsilon \to 0} \int_{t \geq 0} \int_{x \geq 0} |(M(D)U)(0, t)|^2 |\psi(x, \varepsilon t)|^2 \, dx \, dt \geq \int_0^\infty |(M(D)U)(0, t)|^2 \, dt \int |\psi(x, 0)|^2 \, dx \neq 0.
\]

According to (2.19), (2.20), and (2.21) we have

\[
\lim_{\varepsilon \to 0} \|M(D)u_\varepsilon\|_V = 0.
\]

Because of \((U)_2\) we have

\[
L(D)u_\varepsilon(x, t) = \varepsilon^{-4} (L(D)U) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t) + O(\varepsilon^4) = O(\varepsilon^4),
\]

and hence

\[
\|L(D)u_\varepsilon(x, t)\|_V = O(\varepsilon^4),
\]

which establishes \((u_\varepsilon)_3\).

The properties \((u_\varepsilon)_1, (u_\varepsilon)_2, (u_\varepsilon)_3\) immediately show that the estimate (2.17) is not valid.

In the two-dimensional case every homogeneous differential operator with constant coefficients which is neither hyperbolic nor elliptic is such a product of an elliptic and a hyperbolic operator. For hyperbolic and elliptic operators, on the other hand, it is possible to estimate all weaker operators. For elliptic operators this follows from the papers quoted in the introduction (cf. [1], [8]). For hyperbolic operators with simple characteristics it is a special case of a theorem of Gårding [3]. For hyperbolic operators with multiple characteristics it is not explicitly stated in the literature but is easily proved in the same way as in the proof of Theorem 2.2, since in this case the operators weaker than \(L\) are the linear combinations of operators, the characteristic polynomials of which are factors of \(L(\xi, \tau)\).

In general it is not even possible to estimate the operators corresponding to derivatives of \(L(\xi, \tau)\). In the special case of two dimensions and simple characteristics, however, we shall see in Section 3 (Theorem 3.2), that this is possible. We here give a counter-example in two dimensions and with one double characteristic.

Let \(L\) have the characteristic polynomial

\[
L(\xi, \tau) = \tau^2(\tau - i\xi).
\]

Thus

\[
\frac{\partial}{\partial \xi} L(\xi, \tau) = -i \tau^2.
\]
The maximal number of zeros of \( L(\xi, \tau) \) with positive imaginary parts is here one. It could therefore be expected that for all \( u(x, t) \in C_0^\infty(V \cup S_0) \) with \( u(x, 0) = 0 \), the estimate

\[
\|D_t^2 u\|_V \leq C \|Lu\|_V
\]

would be valid. To prove the contrary we put

\[
U_1(x, t) = U_1(x) = \int_{-\infty}^{+\infty} e^{ix\xi} \varphi(\xi) \, d\xi,
\]

\[
U_2(x, t) = \int_{-\infty}^{+\infty} e^{ix\xi - lt} \varphi(\xi) \, d\xi,
\]

\[
U(x, t) = U_1(x, t) - U_2(x, t),
\]

where \( \varphi(\xi) \) is a function with compact support on the positive half-axis and

\[
\int_{-\infty}^{+\infty} \varphi(\xi) \, d\xi = 1.
\]

We then put for \( \varepsilon > 0 \)

\[
u_i(x, t) = \varepsilon U_i \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t), \quad i = 1, 2,
\]

\[
u(x, t) = u_1(x, t) - u_2(x, t),
\]

where \( \psi(x, t) \) is a function in \( C_0^\infty(V \cup S_0) \) with \( \psi(x, t) \equiv 1 \) in a neighbourhood of the origin. We then have \( u_\varepsilon \in C_0^\infty(V \cup S_0) \) and \( u_\varepsilon(x, 0) = 0 \). Further

\[
D_t^2 u_1(x, t) = \varepsilon \, U_1 \left( \frac{x}{\varepsilon} \right) D_t^2 \psi(x, t)
\]

and

\[
D_t^2 u_2(x, t) = \varepsilon^{-1} (D_t^2 U_2) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t) +
\]

\[
+ 2 (D_t U_2) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) D_t \psi(x, t) + \varepsilon \, U_2 \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) D_t^2 \psi(x, t).
\]

It easily follows from (2.23) and (2.24) that

\[
\lim_{\varepsilon \to 0} \|D_t^2 u_\varepsilon\|_V^2 = \lim_{\varepsilon \to 0} \|\varepsilon^{-1} (D_t^2 U_2) \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \psi(x, t)\|_V^2
\]

\[
= |\psi(0, 0)|^2 \int_{t=0}^{\infty} |D_t^2 U_2(x, t)|^2 \, dx \, dt = 0,
\]
for

\[ D_t^2 U_2(x, t) = -i \int_{\xi=-\infty}^{+\infty} \xi^2 e^{i\xi-x-It} \varphi(\xi) \, d\xi \]

is not \( \equiv 0 \). On the other hand it follows from (2.23) that

\[ L(D)u_{1, \epsilon}(x, t) = -i(D_x U_1) \left( \frac{x}{\epsilon} \right) D_t^2 \varphi(x, t) + O(\epsilon) , \]

whence

\begin{equation}
\text{(2.26) } \lim_{\epsilon \to 0} \|L(D)u_{1, \epsilon}(x, t)\|_V^2 = \lim_{\epsilon \to 0} \int_{t \leq 0} \left| (D_x U_1) \left( \frac{x}{\epsilon} \right) D_t^2 \varphi(x, t) \right|^2 \, dx \, dt
\end{equation}

\[ = \lim_{\epsilon \to 0} \epsilon \int_{t \leq 0} |D_x U_1(x) \, (D_t^2 \varphi)(\epsilon x, t)|^2 \, dx \, dt = 0 . \]

Further it is easily proved in the same way as in the proof of \((u_\epsilon)_4\) in the proof of Theorem 2.1 that

\begin{equation}
\text{(2.27) } \lim_{\epsilon \to 0} \|L(D)u_{2, \epsilon}\|_V = 0 . \end{equation}

(2.25), (2.26) and (2.27) therefore contradict (2.22) when \( \epsilon \to 0 \).

**3. The two-dimensional case.** In this section we shall consider a differential operator \( L(D) \) with the characteristic polynomial

\begin{equation}
L(\xi, \tau) = \prod_{i=1}^{n} (\tau - \tau_i \xi)
\end{equation}

where \( \tau_i, \ i = 1, \ldots, n \), are distinct complex numbers and \( \xi \) and \( \tau \) are complex variables. We denote by \( \tau_i^+, \tau_i^- \), and \( \tau_i^0, \ i = 1, \ldots, n^+, \ n^- \), and \( n^0 \), respectively, those of the numbers \( \tau_i, \ i = 1, \ldots, n \), which have \( \text{Im} \tau_i \) positive, negative, and = 0. We also consider a boundary operator \( lu = (l_1 u, \ldots, l_\sigma u) \) where \( l_k(D) \) has the homogeneous characteristic polynomial \( l_k(\xi, \tau) \) with constant coefficients of degree \( \gamma_k \leq n - 1, \ k = 1, \ldots, \sigma \). We put

\begin{equation}
l_k(\tau) = l_k(1, \tau) .
\end{equation}

For the statement of the results we introduce the two matrices

\[ A^+ = \begin{pmatrix} l_1(\tau_1^+) & \ldots & l_1(\tau_{r_1^+}) \\ \vdots & \ddots & \vdots \\ l_\sigma(\tau_1^+) & \ldots & l_\sigma(\tau_{r_\sigma^+}) \end{pmatrix} \]

and
\[ \Lambda^- = \begin{pmatrix} l_1(\tau_1^-) & \ldots & l_1(\tau_{\sigma}^-) \\ \ldots & \ldots & \ldots \end{pmatrix}. \]

As in Section 2, our results are given by two theorems, the first establishing the necessity and the second the sufficiency of our conditions. We first make use of the norms
\[
\|u\|_1 = \|u\|_V,
\]
and
\[
\|Lu\|_2 = \left\{ \|Lu\|_V^2 + \sum_{k=1}^\sigma \|l_k u\|_{S_0, p_k}^2 \right\}^{\frac{1}{2}},
\]
where \( p_k, \ k = 1, \ldots, \sigma, \) are arbitrary non-negative integers.

**Theorem 3.1.** If the boundary operator \( Lu = (l_1 u, \ldots, l_\sigma u) \) is locally cogent on \( S_0 \) for the differential operator \( L \) with respect to the norms defined by (3.3) and (3.4), then the matrices \( \Lambda^+ \) and \( \Lambda^- \) have rank \( v^+ \) and \( v^- \), respectively. In particular, \( \sigma \) is \( \geq \max(v^+, v^-) \).

**Proof.** This theorem can be proved in the same way that Theorem 2.1 was. We give, however, an alternative proof (cf. Schechter [9]), which in this case becomes simpler. In the proof we shall suppose that the theorem is false and then obtain a contradiction by means of a family of functions \( u_\varepsilon(x, t) \) which belong to \( C_0^\infty(V \cup S_0) \) but for which the ratio
\[
\frac{\|u_\varepsilon\|_1}{\|Lu_\varepsilon\|_2}
\]
is not bounded when \( \varepsilon \to 0 \).

We thus suppose that the rank of at least one of the matrices \( \Lambda^+ \) and \( \Lambda^- \) is less than \( v^+ \) or \( v^- \), respectively. We suppose that the rank of \( \Lambda^+ \) is less than \( v^+ \).

For \( \varepsilon \geq 0 \) we put
\[
U_\varepsilon(x, t) = \sum_{j=1}^{v^+} C_j(x + \tau_j^+ t + \varepsilon i)^{-1}
\]
and show that the constants \( C_j, \ j = 1, \ldots, v^+ \), can be chosen such that \( U_\varepsilon(x, t) \) will have the following properties:

\[(U_\varepsilon)_1:\ U_\varepsilon(x, t) \text{ is infinitely differentiable for } t \geq 0 \text{ and } \varepsilon > 0.\]
\[(U_\varepsilon)_2:\ U_0(x, t) \text{ has a singularity at the origin and, for arbitrary } \varrho > 0, \]
\[
\int_0^{\varepsilon} \int_{x^2 + t^2 \leq \varrho^2} |U_\varepsilon|^2 \, dx \, dt \to \infty \text{ when } \varepsilon \to 0.
\]
\[(U_\varepsilon)_3:\ L(D)U_\varepsilon(x, t) = 0 \text{ for } t \geq 0 \text{ and } \varepsilon > 0.\]
\[(U_\varepsilon)_4:\ (l_k(D)U_\varepsilon)(x, 0) = 0 \text{ for } k = 1, \ldots, \sigma \text{ and } \varepsilon > 0.\]
If \( \psi(x, t) \) is a function satisfying the conditions

\[
(\psi)_1: \quad \psi(x, t) \in C_0^\infty(V \cup S_0)
\]

\[
(\psi)_2: \quad \psi(x, t) \equiv 1 \text{ for all } (x, t) \text{ with } r \leq \rho_0 \text{ where } \rho_0 \text{ is some number } > 0,
\]

then

\[
(3.7) \quad u_\varepsilon(x, t) = \psi(x, t) \ U_\varepsilon(x, t)
\]

has the properties

\[
(\varepsilon_1): \quad u_\varepsilon \in C_0^\infty(V \cup S_0) \text{ for } \varepsilon > 0.
\]

\[
(\varepsilon_2): \quad \|u_\varepsilon\|_1 \to \infty \text{ when } \varepsilon \to 0.
\]

\[
(\varepsilon_3): \quad \|L u_\varepsilon\|_V \text{ is bounded when } \varepsilon \to 0.
\]

\[
(\varepsilon_4): \quad \|L_k u_\varepsilon\|_{S_0, p_k} \text{ is bounded when } \varepsilon \to 0.
\]

From the properties \((\varepsilon_1), \ldots, (\varepsilon_4)\) it follows that the functions \(u_\varepsilon(x, t)\) defined in (3.7) contradict (3.5) for \(\varepsilon \to 0\).

We now prove that \(C_j, j = 1, \ldots, r^+\), in (3.6) can be chosen such that \((\varepsilon_1), \ldots, (\varepsilon_4)\) are satisfied.

\((\varepsilon_1)\): This condition is satisfied for every choice of \(C_j, j = 1, \ldots, r^+,\) for \(U_\varepsilon(x, t)\) has singularities only when

\[
x + \tau_j^+ t + \varepsilon i = 0. \quad j = 1, \ldots, r^+,
\]

that is, at the points

\[
(3.8) \quad \left( \frac{\text{Re} \ \tau_j^+}{\text{Im} \ \tau_j^+}, \ -\frac{\varepsilon}{\text{Im} \ \tau_j^+} \right), \quad j = 1, \ldots, r^+.
\]

which are all situated in the region \(t < 0\) if \(\varepsilon > 0\).

\((\varepsilon_2)\): For \(\varepsilon = 0\), all these singularities are situated at the origin. We have

\[
U_0(x, t) = \sum_{j=1}^{r^+} C_j(x + \tau_j^+ t)^{-1}.
\]

If \(C_j, j = 1, \ldots, r^+,\) are not all \(= 0\), \(U_0(x, t)\) is not \(\equiv 0\), which is easily seen since \(\tau_j^+ + \tau_k^+\) for \(j \neq k\). We see if we introduce polar coordinates and use the homogeneity of \(U_0(x, t)\) that for arbitrary \(\rho > 0,\)

\[
\int_{0}^{\rho} \int_{t \leq 0} |U_0(x, t)|^2 \, dx \, dt = \int_{0}^{\rho} \int_{0}^{\pi} |U_0(\cos \varphi, \sin \varphi)|^2 \, d\varphi
\]

is infinite. According to Fatou’s lemma we have

\[
\lim_{\varepsilon \to 0} \int_{x^2 + t^2 \leq \rho^2} |U_\varepsilon(x, t)|^2 \, dx \, dt \geq \int_{x^2 + t^2 \leq \rho^2} |U_0(x, t)|^2 \, dx \, dt = +\infty.
\]

which proves the assertion.
\( (U_\varepsilon)_3 \): We have
\[
L(D) \left( (x + \tau_j^+ t + \varepsilon i)^{-1} \right) = L(1, \tau_j^+) \left( -1 \right)^n n! (x + \tau_j^+ t + \varepsilon i)^{-(n+1)} = 0
\]
since \( L(1, \tau_j^+) = 0 \). Therefore we have according to the linearity of \( L(D) \)
\[
L(D) U_\varepsilon(x, t) = 0.
\]

\( (U_\varepsilon)_4 \): We have in the same way as above
\[
l_k(D) \left( (x + \tau_j^+ t + \varepsilon i)^{-1} \right) = l_k(\tau_j^+) \left( -1 \right)^{\gamma_k} \gamma_k! (x + \tau_j^+ t + \varepsilon i)^{-(\gamma_k+1)},
\]
\[
\quad k = 1, \ldots, \sigma,
\]
whence
\[
(3.9) \quad (l_k(D) U_\varepsilon)(x, 0) = \left( -1 \right)^{\gamma_k} \gamma_k! (x + \varepsilon i)^{-(\gamma_k+1)} \sum_{j=1}^{\nu^+} C_j l_k(\tau_j^+),
\]
\[
\quad k = 1, \ldots, \sigma.
\]

Since by assumption the rank of \( A^+ \) is less than \( \nu^+ \), we can find \( C_j, j = 1, \ldots, \nu^+ \), not all zero, such that
\[
\sum_{j=1}^{\nu^+} C_j l_k(\tau_j^+) = 0, \quad k = 1, \ldots, \sigma.
\]

With this choice of \( C_j, j = 1, \ldots, \nu^+ \), we have according to (3.9)
\[
(l_k(D) U_\varepsilon)(x, 0) = 0, \quad k = 1, \ldots, \sigma.
\]

In the sequel we assume \( C_j, j = 1, \ldots, \nu^+ \), fixed in this way.

We finally prove that the functions \( u_\varepsilon(x, t) \) have the properties \((u_\varepsilon)_1, \ldots, (u_\varepsilon)_4\).

\( (u_\varepsilon)_1 \): This is an immediate consequence of the properties \((U_\varepsilon)_1\) and \((\psi)_1\).

\( (u_\varepsilon)_2 \): We have for a suitable \( \varrho > 0 \) because of \((\psi)_2\)
\[
\|u_\varepsilon\|_1^2 \geq \int_{\tau \leq \varepsilon} \int_{t \geq 0} |U_\varepsilon(x, t)|^2 \, dx \, dt \to \infty \quad \text{when} \quad \varepsilon \to 0
\]
according to \((U_\varepsilon)_2\).

\( (u_\varepsilon)_3 \): According to (3.7), \((\psi)_2\), and \((U_\varepsilon)_3\), \( L(D) u_\varepsilon(x, t) = 0 \) for all points \((x, t)\) with \( t \geq 0 \) and \( r = (x^2 + t^2)^{1/2} \leq \varrho_0 \). We now only consider so small \( \varepsilon \) that all singularities (3.8) of \( U_\varepsilon(x, t) \) have distances \( \leq \frac{1}{2} \varrho_0 \) to the origin.

Since the singularities of \( u_\varepsilon(x, t) \) for all \( \varepsilon \) considered then have distances \( \geq \frac{1}{2} \varrho_0 \) to the set \( r \geq \varrho_0 \) also, we realize that for \( r \geq \varrho_0 \) and thus for all \( t \geq 0 \),
\[
(3.10) \quad |L(D) u_\varepsilon(x, t)| \leq C.
\]

The constant \( C \) in (3.10) is independent of \( \varepsilon \). This proves the assertion.
(\(u_\epsilon\))\(_4\): The same reasoning can immediately be applied to \(l_ku_\epsilon(x, t)\), \(k = 1, \ldots, \sigma\), and their derivatives with respect to \(x\), which establishes this property.

The case where the rank of \(\Lambda^-\) is less than \(\nu^-\) is treated in the same way. In this case we replace \(\tau_j^+, j = 1, \ldots, \nu^+\) and \(\epsilon\) in (3.6) by \(\tau_j^-, j = 1, \ldots, \nu^-\) and \(-\epsilon\).

For our second theorem we introduce the norms

\[
\|u\|_1 = \|u\|_{S_0, n - 1}
\]

and

\[
\|\mathcal{L}u\|_2 = \left\{ \|Lu\|_{n}^2 + \sum_{k=1}^{\sigma} \|l_ku\|_{S_0, n - 1 - \gamma_k^2}^2 \right\}^{\frac{1}{2}}.
\]

**Theorem 3.2.** If the matrices \(\Lambda^+\) and \(\Lambda^-\) have the rank \(\nu^+\) and \(\nu^-\), respectively, then the boundary operator \(lu = (l_1u, \ldots, l_\sigma u)\) is locally cogent on \(S_0\) for the differential operator \(L\) with respect to the norms defined in (3.11) and (3.12).

**Proof.** We first introduce some notations. Let \(L_i(D), L_i^+(D), L_i^-(D)\) and \(L_i^0(D)\) be the differential operators with the characteristic polynomials

\[
L_i(\xi, \tau) = \frac{L(\xi, \tau)}{\tau - \tau_i^\xi}, \quad L_i^+(\xi, \tau) = \frac{L(\xi, \tau)}{\tau - \tau_i^{\xi^+}},
\]

\[
L_i^-(\xi, \tau) = \frac{L(\xi, \tau)}{\tau - \tau_i^{\xi^-}}, \quad L_i^0(\xi, \tau) = \frac{L(\xi, \tau)}{\tau - \tau_i^0}.
\]

As in (3.2) we put

\[
L_i(\tau) = L_i(1, \tau), \quad L_i^+(\tau) = L_i^+(1, \tau),
\]

\[
L_i^-(\tau) = L_i^-(1, \tau), \quad L_i^0(\tau) = L_i^0(1, \tau).
\]

Further, let

\[
l_{k, n-1}(\xi, \tau) = \xi^{n-1-\gamma_k} l_k(\xi, \tau),
\]

that is a differential operator of order \(n - 1\) obtained by differentiation of \(l_k(D)\) with respect to \(x\).

Let \(u(x, t)\) be an arbitrary function \(\in C_0^\infty(V \cup S_0)\). We denote by \(\hat{u}(\xi, t)\) the Fourier transform of \(u(x, t)\) with respect to \(x\).

Consider an arbitrary \(\xi \geq 0\). With \(\lambda = \tau_i^\xi\), Lemma 1.1 gives

\[
|L_i^+(\xi, D_i)\hat{u}(\xi, t)| \leq \left|\left(L_i^+(\xi, D_i)\hat{u}(\xi, 0)\right)(\xi, 0)\right| + \int_0^1 |L(\xi, D_i)\hat{u}(\xi, t)| dt
\]

and
\begin{align}
(3.14) \quad |L_t^{-}(\xi, D_t) \hat{\mu}(\xi, t)| &\leq \int_{0}^{1} |L(\xi, D_t) \hat{\mu}(\xi, t)| \, dt \\
\text{and} \\
(3.15) \quad |L_t^{0}(\xi, D_t) \hat{\mu}(\xi, t)| &\leq \int_{0}^{1} |L(\xi, D_t) \hat{\mu}(\xi, t)| \, dt
\end{align}

since \( \text{Im} \tau_{t}^{-} \xi \leq 0 \) and \( \text{Im} \tau_{t}^{0} \xi \leq 0 \).

Now suppose that the rank of \( A^{+} \) is \( v^{+} \). Without any loss of generality we can then suppose

\begin{align}
(3.16) \quad l_{1}(\tau_{1}^{+}) &\ldots l_{1}(\tau_{v^{+}}^{+}) \\
\quad \ldots \ldots \ldots \ldots \ldots &\quad = 0 \\
\quad l_{v^{+}}(\tau_{1}^{+}) &\ldots \quad l_{v^{+}}(\tau_{v^{+}}^{+})
\end{align}

According to Lagrange’s interpolation formula, we have

\begin{align}
(3.17) \quad l_{k,n-1}(\xi, \tau) &= \sum_{j=1}^{n} \frac{l_{k}(\tau_{j})}{L_{j}(\tau_{j})} L_{j}(\xi, \tau), \quad k = 1, \ldots, v^{+}.
\end{align}

Here \( L_{j}(\tau_{j}) \neq 0 \) since \( \tau_{i} \neq \tau_{j} \) for \( i \neq j \).

According to (3.16), (3.17) can be solved with respect to \( L_{j}^{+}(\xi, \tau) \), \( j = 1, \ldots, v^{+} \), and we get with constants \( a_{jk}, b_{jk}^{-}, b_{jk}^{0} \)

\begin{align*}
L_{j}^{+}(\xi, \tau) &= \sum_{k=1}^{v^{+}} a_{jk} l_{k,n-1}(\xi, \tau) + \sum_{k=1}^{v^{-}} b_{jk}^{-} L_{k}^{-}(\xi, \tau) + \sum_{k=1}^{v^{0}} b_{jk}^{0} L_{k}^{0}(\xi, \tau), \quad j = 1, \ldots, v^{+},
\end{align*}

whence

\begin{align*}
|(L_{j}^{+}(\xi, D_{t}) \hat{\mu}(\xi, 0)| &\leq \sum_{k=1}^{v^{+}} |a_{jk}| \left| (l_{k,n-1}(\xi, D_{t}) \hat{\mu})(\xi, 0) \right| + \\
&\quad + \sum_{k=1}^{v^{-}} |b_{jk}^{-}| \left| (L_{k}^{-}(\xi, D_{t}) \hat{\mu})(\xi, 0) \right| + \sum_{k=1}^{v^{0}} |b_{jk}^{0}| \left| (L_{k}^{0}(\xi, D_{t}) \hat{\mu})(\xi, 0) \right|, \quad j = 1, \ldots, v^{+},
\end{align*}

and together with (3.14) and (3.15),

\begin{align*}
|(L_{j}^{+}(\xi, D_{t}) \hat{\mu})(\xi, 0)| &\leq C \left\{ \sum_{i=1}^{v^{+}} |(l_{i,n-1}(\xi, D_{t}) \hat{\mu})(\xi, 0)| + \\
&\quad + \int_{0}^{1} |L(\xi, D_{t}) \hat{\mu}(\xi, t)| \, dt \right\}, \quad j = 1, \ldots, v^{+}.
\end{align*}

Combined with (3.13), (3.14), and (3.15) this implies

\begin{align*}
|L_{j}(\xi, D_{t}) \hat{\mu}(\xi, t)| &\leq C \left\{ \sum_{k=1}^{v^{+}} |\xi|^{n-1-k} |(l_{k}(\xi, D_{t}) \hat{\mu})(\xi, 0)| + \\
&\quad + \int_{0}^{1} |L(\xi, D_{t}) \hat{\mu}(\xi, t)| \, dt \right\}, \quad j = 1, \ldots, n,
\end{align*}
whence with a new constant $C$ after taking squares and using Cauchy–Schwarz’ inequality and possibly after addition of positive terms on the right hand side,

$$|L_j(\xi, D_t) \dot{u}(\xi, t)|^2 \leq C \left\{ \sum_{k=1}^{\sigma} |\xi|^{2(n-1-\gamma_k)} \left| (l_k(\xi, D_t) \dot{u})(\xi, 0) \right|^2 + \int_0^1 |L(\xi, D_t) \dot{u}(\xi, t)|^2 \, dt \right\}, \quad j = 1, \ldots, n,$$

or, since the $L_j(\xi, \tau), j = 1, \ldots, n,$ constitute a basis for the set of homogeneous polynomials in $\xi$ and $\tau$ of degree $n - 1$,

$$(3.18) \quad \sum_{j=0}^{n-1} |\xi^j D_t^n - 1 - j \dot{u}(\xi, t)|^2 \leq C \left\{ \sum_{k=1}^{\sigma} |\xi|^{2(n-1-\gamma_k)} \left| (l_k(\xi, D_t) \dot{u})(\xi, 0) \right|^2 + \int_0^1 |L(\xi, D_t) \dot{u}(\xi, t)|^2 \, dt \right\}.$$

The inequality (3.18) which is only proved for $\xi \geq 0$ can with trivial modifications be proved for $\xi \leq 0$. In this case we use that the rank of $\Lambda^-$ is $\nu^-$. The inequality (3.18) is therefore valid for all real $\xi$.

Integration with respect to $\xi$ of (3.18) and application of Parseval’s formula gives

$$(3.19) \quad \sum_{|\alpha|=n-1} ||D^\alpha u||_{S^1_t}^2 \leq C \left\{ \sum_{k=1}^{\sigma} ||l_k(D) u||_{S^1_{0,n-1-\gamma_k}}^2 + ||L(D) u||_{L^2}^2 \right\}.$$

Integration with respect to $t$ between 0 and 1 gives

$$(3.20) \quad \sum_{|\alpha|=n-1} ||D^\alpha u||_{L^2}^2 \leq C \left\{ \sum_{k=1}^{\sigma} ||l_k(D) u||_{S^1_{0,n-1-\gamma_k}}^2 + ||L(D) u||_{L^2}^2 \right\}.$$

Since $V$ is bounded in the direction of the $t$-axis, we have

$$(3.21) \quad \sum_{|\alpha| \leq n-1} ||D^\alpha u||_{L^2}^2 \leq C \sum_{|\alpha|=n-1} ||D^\alpha u||_{L^2}^2.$$

Combined with (3.20), (3.21) gives

$$||u||_1 \leq C ||\mathcal{L} u||_2,$$

which completes the proof of Theorem 3.2.

**Remark.** It follows from (3.19) that Theorem 3.2 remains true with the stronger norm

$$||u||_1 = \left\{ \sup_{0 \leq t \leq 1} \sum_{|\alpha| \leq n-1} ||D^\alpha u||_{S^1_t}^2 \right\}^{\frac{1}{2}}.$$
Example. The boundary operator \( lu = (l_1 u, \ldots, l_\sigma u) \) with
\[
\sigma = \max(v^+, v^-)
\]
and
\[
l_k u = D^p_{l^k-1} u, \quad k = 1, \ldots, \sigma,
\]
where \( p \) is a fixed integer with \( 0 \leq p \leq n - \sigma \) is locally cogent on \( S_0 \) for every \( L(D) \) with the characteristic polynomial (3.1).

For the rank of \( \Lambda^+ \) is \( v^+ \) since the determinant
\[
\begin{vmatrix}
(\tau_1^{+})^p & \cdots & (\tau_{v^+}^{+})^p \\
\cdots & \cdots & \cdots \\
(\tau_{v^+}^{+})^{p+v^+-1} & \cdots & (\tau_{v^+}^{+})^{p+v^+-1}
\end{vmatrix} = \prod_{i=1}^{v^+} (\tau_i^{+})^p \prod_{j > i} (\tau_j^{+} - \tau_i^{+}) \neq 0
\]
since according to the assumption
\[
\tau_i^{+} \neq \tau_j^{+} \quad \text{for} \quad i \neq j \quad \text{and} \quad \tau_j^{+} \neq 0, \quad j = 1, \ldots, v^+.
\]
Correspondingly we see that the rank of \( \Lambda^- \) is \( v^- \).
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